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Abstract 
Air pollution has become a critical environmental issue, adversely affecting human health and the 

overall well-being of ecosystems. Accurate forecasting of air pollution levels is crucial for effective 

pollution management and mitigation strategies. In this study, we propose a deep learning-based model 

for air pollution forecasting that harnesses the power of neural networks to predict pollutant 

concentrations with high precision. Our approach involves training a deep learning model using 

historical air quality data, meteorological variables, and other relevant features. We leverage the 

temporal and spatial dependencies within the data to capture complex patterns and relationships. By 

incorporating information such as pollutant levels from previous time steps, meteorological conditions, 

and geographical factors, our model learns to effectively forecast air pollution levels. To train the deep 

learning model, we utilize a large dataset comprising historical air quality measurements from diverse 

monitoring stations. We pre-process the data, handle missing values, and normalize the features to 

ensure optimal training performance. The model architecture consists of multiple layers of 

interconnected neurons, enabling it to learn hierarchical representations of the input data. 
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1. Introduction 

Air pollution is a significant global environmental concern that poses severe risks to human 

health and the ecosystem. The accurate forecasting of air pollution levels is crucial for 

effective pollution control measures, urban planning, and public health protection. 

Traditional statistical models have been widely used for air pollution forecasting, but they 

often struggle to capture the complex spatial and temporal dynamics inherent in pollution 

data. In recent years, deep learning models have shown great potential in various fields, 

including time series forecasting tasks. Deep learning models, such as convolutional neural 

networks (CNNs), recurrent neural networks (RNNs), and their variants, have the ability to 

automatically learn intricate patterns and dependencies within data, making them well-suited 

for air pollution forecasting. 

The objective of this study is to develop a deep learning model specifically tailored for air 

pollution forecasting. The proposed model aims to capture the spatial and temporal 

correlations present in air pollution data, providing accurate and reliable predictions for 

future pollution levels. By leveraging the power of deep learning, the model can potentially 

overcome the limitations of traditional statistical models and improve the accuracy of air 

pollution forecasts. The deep learning model utilized in this study incorporates various 

components to effectively capture different aspects of air pollution data. Convolutional 

layers are employed to extract spatial features, enabling the model to learn the spatial 

dependencies between different monitoring stations. Recurrent layers, such as Long Short-

Term Memory (LSTM) or Gated Recurrent Units (GRU), capture the temporal patterns and 

sequential nature of air pollution data. To train and evaluate the model, real-world air 

pollution datasets, including pollutant concentrations, meteorological variables, and temporal 

patterns, are used. The model is trained on historical data and tested on unseen data to assess 

its forecasting performance. Various evaluation metrics, such as mean absolute error (MAE), 

root mean square error (RMSE), and coefficient of determination (R-squared), are employed 

to measure the accuracy and reliability of the model's predictions. (Tao, Q et al, 2019) [1]. 

The outcomes of this research can have significant implications for air pollution 

management, urban planning, and public health.  
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Accurate forecasting of air pollution levels is crucial for 

effective pollution control measures, urban planning, and 

public health protection. Traditional statistical models have 

been widely used for air pollution forecasting, but they often 

struggle to capture the complex spatial and temporal 

dynamics inherent in pollution data. In recent years, deep 

learning models have shown great potential in various 

fields, including time series forecasting tasks. Deep learning 

models, such as convolutional neural networks (CNNs), 

recurrent neural networks (RNNs), and their variants, have 

the ability to automatically learn intricate patterns and 

dependencies within data, making them well-suited for air 

pollution forecasting. 

The objective of this study is to develop a deep learning 

model specifically tailored for air pollution forecasting. The 

proposed model aims to capture the spatial and temporal 

correlations present in air pollution data, providing accurate 

and reliable predictions for future pollution levels. By 

leveraging the power of deep learning, the model can 

potentially overcome the limitations of traditional statistical 

models and improve the accuracy of air pollution forecasts. 

The deep learning model utilized in this study incorporates 

various components to effectively capture different aspects 

of air pollution data. Convolutional layers are employed to 

extract spatial features, enabling the model to learn the 

spatial dependencies between different monitoring stations. 

Recurrent layers, such as Long Short-Term Memory 

(LSTM) or Gated Recurrent Units (GRU), capture the 

temporal patterns and sequential nature of air pollution data. 

To train and evaluate the model, real-world air pollution 

datasets, including pollutant concentrations, meteorological 

variables, and temporal patterns, are used. The model is 

trained on historical data and tested on unseen data to assess 

its forecasting performance. Various evaluation metrics, 

such as mean absolute error (MAE), root mean square error 

(RMSE), and coefficient of determination (R-squared), are 

employed to measure the accuracy and reliability of the 

model's predictions. (Tao, Q et al, 2019) [1]. 

The outcomes of this research can have significant 

implications for air pollution management, urban planning, 

and public health. Accurate forecasting of air pollution 

levels can assist policymakers in making informed decisions 

and implementing timely interventions to mitigate the 

adverse effects of pollution. Furthermore, it can provide 

valuable insights into the impact of pollution sources, 

identify pollution hotspots, and guide efforts to improve air 

quality. 

 

Need of the study 

Air pollution is a pressing environmental issue that has 

adverse effects on human health, ecosystems, and climate. 

Accurate forecasting of air pollution levels is essential for 

effective pollution control strategies, public health 

management, and informed decision-making. Traditional 

methods for air pollution forecasting often face challenges 

in capturing the complex spatiotemporal patterns present in 

pollution data. In recent years, deep learning models have 

emerged as powerful tools for time series forecasting tasks. 

These models can automatically learn and extract intricate 

patterns and dependencies from data, enabling more 

accurate predictions. In this study, we aim to develop a deep 

learning model for air pollution forecasting based on 1D 

convolutional neural networks (ConvNets) and bidirectional 

Gated Recurrent Units (GRU). The proposed model 

leverages the strengths of ConvNets and bidirectional GRU 

to capture both spatial and temporal dependencies in air 

pollution data. ConvNets are well-suited for capturing 

spatial correlations, allowing the model to learn the 

relationships between pollutant concentrations at different 

monitoring stations. Bidirectional GRU, on the other hand, 

excels at capturing the temporal dynamics and sequential 

patterns within the data. The motivation behind this study is 

to address the limitations of traditional forecasting methods 

and explore the potential of deep learning techniques in 

improving air pollution forecasting accuracy. By employing 

a deep learning model that combines ConvNets and 

bidirectional GRU, we aim to enhance the model's ability to 

capture the complex spatiotemporal patterns present in air 

pollution data. (Bekkar, A et al, 2021) [2]. 

 

Literature Review 

Tao, Q., Liu, F., et al, (2019) [1]. Air pollution has become a 

significant environmental concern worldwide, with 

detrimental effects on human health and the environment. 

Accurate forecasting of air pollution levels plays a crucial 

role in managing and mitigating its impact. In recent years, 

deep learning models have shown promising results in 

various time series forecasting tasks. This study proposes a 

deep learning model based on 1D convolutional neural 

networks (ConvNets) and bidirectional Gated Recurrent 

Units (GRU) for air pollution forecasting. The proposed 

model leverages the spatial and temporal correlations 

present in air pollution data. The 1D ConvNets are utilized 

to capture the spatial dependencies within the input features, 

such as pollutant concentrations at different monitoring 

stations. The bidirectional GRU component is employed to 

capture the temporal dependencies and model the sequential 

nature of air pollution data.  

Bekkar, A., Hssina, B., et al, (2021) [2]. In this study, we 

presented a deep learning approach for air pollution 

prediction in smart cities. The proposed model leverages the 

power of deep neural networks to effectively capture the 

complex relationships and patterns present in air pollution 

data. By incorporating spatial and temporal dependencies 

through 1D ConvNets and bidirectional GRU, the model 

achieves accurate and robust predictions of air pollution 

levels. The experimental results demonstrate the superiority 

of the deep learning approach over traditional statistical 

models and other baseline methods.  

Heydari, A., Majidi Nezhad, M., et al., (2021) [3]. The deep 

learning model employed in this application utilizes a 

combination of convolutional neural networks (CNNs) and 

recurrent neural networks (RNNs). The CNNs capture 

spatial dependencies within the input features, such as 

pollutant concentrations from multiple monitoring stations, 

while the RNNs capture temporal patterns and sequential 

dependencies in the air pollution data. To further enhance 

the model's performance, an optimization algorithm is 

integrated into the forecasting application. The optimization 

algorithm fine-tunes the hyperparameters of the deep 

learning model, allowing for automatic parameter selection 

and optimization. This optimization process helps improve 

the model's generalization ability and prediction accuracy. 

Extensive experiments were conducted using real-world air 

pollution datasets to evaluate the performance of the 

proposed application. The model's predictions were 

compared against traditional statistical models and other 

baseline approaches. Evaluation metrics, including mean 
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absolute error (MAE), root mean square error (RMSE), and 

mean absolute percentage error (MAPE), were employed to 

assess the accuracy and robustness of the forecasting 

application. 
Chang, Y. S., Chiao, H. T., et al, (2020) [4]. Long Short-
Term Memory (LSTM) networks have demonstrated 
excellent performance in capturing temporal dependencies 
and patterns in time series data. In this research, multiple 
LSTM models are trained on different subsets of the air 
pollution dataset. Each LSTM model focuses on specific 
temporal aspects, such as hourly, daily, or weekly patterns, 
and captures the unique characteristics of the data at 
different time scales. To create the aggregated model, the 
predictions from the individual LSTM models are combined 
using a weighted average approach. The weights are 
determined through a learning process that optimizes the 
model's performance on historical data. This aggregation 
mechanism enables the model to effectively capture the 
overall trends and fluctuations in air pollution levels. To 
evaluate the proposed LSTM-based aggregated model, 
extensive experiments are conducted on real-world air 
pollution datasets.  
Guo, C., Liu, G., et al, (2020) [5]. Accurate forecasting of air 
pollution concentration is essential for environmental 
management and public health protection. This study 
proposes a forecasting method based on the deep ensemble 
neural network to improve the accuracy and robustness of 
air pollution concentration predictions. The deep ensemble 
neural network consists of multiple deep learning models, 
such as convolutional neural networks (CNNs), recurrent 
neural networks (RNNs), and fully connected neural 
networks (FCNs). Each model within the ensemble captures 
different aspects of the air pollution data and learns distinct 
representations, leveraging the strengths of various neural 
network architectures. 
Jeya, S., & Sankari, L. (2021) [6]. The proposed model 
integrates several advanced techniques to enhance 
prediction accuracy. It combines a deep learning 
architecture, such as a convolutional neural network (CNN) 
or a long short-term memory (LSTM) network, to capture 
complex spatial and temporal patterns in PM2.5 data. The 
adaptive kernel fuzzy system is utilized to model the 
uncertainties and nonlinear relationships inherent in the 
data, enabling more flexible and accurate predictions. To 
optimize the model's performance, a particle swarm 
optimization algorithm with fuzzy weighting is employed. 
This algorithm adaptively adjusts the weights of the 
particles to effectively explore the search space and find 
optimal model parameters. The optimization process 
enhances the model's generalization ability and improves 
the accuracy of PM2.5 predictions. Extensive experiments 
are conducted using real-world air pollution datasets to 
evaluate the performance of the proposed model. Evaluation 
metrics, including mean absolute error (MAE), root mean 
square error (RMSE), and correlation coefficient (R), are 
used to assess the accuracy and reliability of the PM2.5 
predictions. 
Barot, V., & Kapadia, V. (2022) [7]. The proposed approach 
consists of two stages: model construction and fine-tuning. 
In the model construction stage, an LSTM neural network is 
trained on historical air quality data, incorporating relevant 
features such as meteorological variables, temporal patterns, 
and pollutant concentrations. The LSTM network learns to 
capture the sequential dependencies and non-linear 
relationships in the data. In the fine-tuning stage, the pre-

trained LSTM model is further optimized to improve its 
prediction accuracy. A fine-tuning process is performed 
using additional data, allowing the model to adapt to 
specific characteristics and changes in the air quality 
parameters. This stage helps refine the model's performance 
and enhances its ability to generalize to unseen data.  
 

Methodology 

Support Vector Machine (SVM) is a popular supervised 
machine learning algorithm used for classification and 
regression tasks. It is widely used in various domains, 
including image recognition, text classification, and 
bioinformatics. The main idea behind SVM is to find an 
optimal hyperplane that maximally separates the data points 
of different classes in a high-dimensional feature space. This 
hyperplane acts as a decision boundary, allowing SVM to 
classify new, unseen data points. One of the key strengths of 
SVM is its ability to handle both linearly separable and non-
linearly separable data. In cases where the data is not 
linearly separable, SVM employs a technique called kernel 
trick. The kernel trick allows SVM to transform the input 
data into a higher-dimensional feature space, where it 
becomes linearly separable. This enables SVM to capture 
complex relationships and make accurate predictions. SVM 
aims to find the hyperplane with the largest margin, which is 
the distance between the hyperplane and the nearest data 
points of each class. By maximizing the margin, SVM 
promotes better generalization and reduces the risk of 
overfitting. In addition to classification, SVM can also be 
extended to regression tasks. In regression, SVM seeks to 
find a hyperplane that best fits the data by minimizing the 
error between the predicted and actual values. This approach 
is known as Support Vector Regression (SVR). SVM has 
several advantages. It is effective in handling high-
dimensional data and is less prone to the curse of 
dimensionality compared to other algorithms. SVM is also 
robust to outliers since it focuses on the support vectors, 
which are the data points closest to the decision boundary. 
(Jeya, S., & Sankari, L, 2021) [6]. 
 
CBGRU model for pm2.5 forecasting 

The CBGRU (Convolutional Bidirectional Gated Recurrent 
Unit) model is a deep learning architecture specifically 
designed for PM2.5 (particulate matter with a diameter of 
2.5 micrometers or less) forecasting. This model combines 
convolutional layers, bidirectional recurrent units, and gated 
recurrent units to effectively capture the temporal and 
spatial dependencies in air pollution data. The convolutional 
layers in the CBGRU model are responsible for extracting 
spatial features from the input data. They apply a set of 
filters to the input data, capturing local patterns and spatial 
correlations. By leveraging these filters, the model can 
identify relevant features related to PM2.5 concentrations. 
The bidirectional recurrent units in the CBGRU model are 
responsible for capturing the temporal dependencies in the 
data. (Barot, V., & Kapadia, V,2022) [7]. 
They process the input sequence in both forward and 
backward directions, enabling the model to incorporate 
information from past and future time steps. This bi-
directionality allows the model to capture long-term 
dependencies and make accurate predictions. The gated 
recurrent units (GRUs) are a variation of recurrent neural 
network (RNN) units that help the CBGRU model to handle 
the vanishing gradient problem and better capture temporal 
dependencies. GRUs utilize gates to control the flow of 
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information within the recurrent units, allowing the model to 
selectively update and forget information from previous 
time steps. By combining convolutional layers, bidirectional 
recurrent units, and gated recurrent units, the CBGRU 
model can effectively model the complex relationships 
between PM2.5 concentrations and various spatiotemporal 
factors such as meteorological conditions, geographical 
features, and historical pollutant levels. To train the 
CBGRU model for PM2.5 forecasting, historical air 
pollution data, meteorological variables, and other relevant 
features are used as input. The model is trained to minimize 
the prediction error between the forecasted PM2.5 
concentrations and the actual values. The training process 
involves optimizing the model's parameters using 
techniques such as backpropagation and gradient descent. 
Once trained, the CBGRU model can be used to make future 
PM2.5 predictions by providing it with relevant input data. 
The model takes into account the temporal and spatial 
dependencies learned during training and generates accurate 
forecasts of PM2.5 concentrations. The CBGRU model for 
PM2.5 forecasting offers several advantages. It can 
effectively capture both the temporal and spatial patterns in 
air pollution data, leading to more accurate predictions. The 
model is also capable of handling non-linear relationships 
and complex interactions between different factors 
influencing PM2.5 concentrations. Additionally, the 
CBGRU model can be trained and applied to various 
geographical locations, making it a versatile tool for PM2.5 
forecasting. (Wardana, I. et al, 2021) [9]. 

 

Results and Discussion 

Correlation analysis 

The presence of irrelevant features in a dataset can often 

lead to a decrease in model performance. However, 

selecting the most relevant features, those that exhibit a 

strong relationship with the target variable, can significantly 

enhance the accuracy of prediction analysis. By carefully 

choosing appropriate input variables, we can achieve faster 

training and reduce the risk of overfitting in our model. In 

the context of air pollution forecasting, it is crucial to 

identify the relationship between meteorological variables 

(such as temperature, wind speed, wind direction, dew 

point, pressure, rain, and snow) and the target variable, 

PM2.5. One common approach to assess this relationship is 

by calculating the correlation coefficient. The correlation 

coefficient provides a measure of the strength and direction 

of the linear relationship between two variables. By 

examining the correlation coefficients between each 

meteorological variable and PM2.5, we can determine 

which variables have a significant impact on the target 

variable. Variables with a high correlation coefficient 

indicate a strong relationship, while variables with a low or 

negligible correlation coefficient can be considered less 

influential. 

 
Table 1: Correlation Analysis 

 

 
 

 
 

Fig 1: Heat Map - Co-Relation between PM2.5& Meteorological Variables 

 

 
 

Fig 2: Scatter Plot for the Observed vs Predicted PM2.5 

 
 

Fig 3: Existing/Proposed Error Evaluation Metrics 

 

Using a combination of Convolutional Bidirectional Gated 
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Recurrent Unit (CBGRU) neurons with 80 units, we 

conducted air pollution forecasting experiments. The 

training was performed with a batch size of 24 and for a 

total of 20 epochs. The optimized Mean Absolute Error 

(MAE) value achieved was 7.42, while the Root Mean 

Square Error (RMSE) value reached 9.67. Additionally, the 

Symmetric Mean Absolute Percentage Error (SMAPE) 

value obtained was 0.1660, which demonstrated significant 

improvement compared to the existing MAE of 7.53, RMSE 

of 9.86, and SMAPE of 0.1664. To achieve these optimized 

results, we fine-tuned the parameters of a 1D Convolutional 

Neural Network (CNN). The tuning involved setting the 

following values: zero padding, a feature map size of 8, a 

filter size of 5, and a stride of 1. For the pooling layer, we 

used a filter size of 2, a stride of 1, and applied max pooling. 

A dropout rate of 0.1 was implemented to improve 

generalization and prevent overfitting. The activation 

function used throughout the network was the Rectified 

Linear Unit (ReLU). Lastly, we employed the Adam 

optimizer to efficiently update the model's parameters 

during training. 

 

Conclusion 

In conclusion, this study has demonstrated the effectiveness 

of utilizing deep learning models for accurate prediction of 

air pollution levels. By leveraging the power of neural 

networks, specifically deep learning architectures, we have 

achieved significant improvements in forecasting air 

pollution compared to traditional methods. The proposed 

deep learning models, such as the CBGRU (Convolutional 

Bidirectional Gated Recurrent Unit) model, have proven to 

be highly capable of capturing the complex spatiotemporal 

dependencies and patterns present in air pollution data. By 

incorporating convolutional layers, bidirectional recurrent 

units, and gated recurrent units, these models effectively 

leverage both spatial and temporal information, resulting in 

enhanced prediction accuracy. Through rigorous 

experimentation and evaluation, we have demonstrated that 

our deep learning models outperform existing approaches in 

terms of key evaluation metrics. The optimized MAE (Mean 

Absolute Error) value of 7.42, RMSE (Root Mean Square 

Error) value of 9.67, and SMAPE (Symmetric Mean 

Absolute Percentage Error) value of 0.1660 highlight the 

improved accuracy achieved by our models compared to 

previous methods. The fine-tuning of parameters in the 1D 

CNN (Convolutional Neural Network) component, 

including zero padding, feature map size, filter size, stride, 

pooling layer specifications, dropout rate, activation 

function, and optimizer selection, has played a crucial role 

in obtaining these superior results. The optimized 

configuration ensures efficient feature extraction, robust 

generalization, and effective training of the deep learning 

models. 
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