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Abstract 
The bulk of SMS that the Quick Response Team and Rescue Agencies received during disasters made 

it hard for them to categorize responses based on priorities. This paper provides a method that classifies 

SMS received by the agency as Spam, Invalid, Alert 1 Alert 2, and Alert 3. This method allows proper 

response to be extended to those asking for it based on prevailing needs. This also provides a chance to 

ignore insignificant messages and save precious time that may be incurred by merely dealing with 

unimportant messages. The implementation of Naïve Bayes Algorithm, a self-learning algorithm, and 

together with Natural Language Processing was utilized in this research. Extension of the method is 

however devised in order to cover the irregularity of the data to process. Test results of the 

classification method showed success in its implementation and since it is a self-learning process, the 

method gets better and became more accurate through time. 
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Introduction 
Mining information from natural languages sent through text message using mobile devices 
could be of significance during a disaster and crisis management. With the creation of the 
different government agencies [3] to respond and mitigate crises and disasters brought by 
climate change, risk reduction and response became accessible and readily available. 
However, these agencies rely heavily on only information provided and also through 
requests for their intervention during disasters. It would be of great help to the agency if they 
can initiate the intervention from their position. With the introduction of wireless 
communication, where almost everybody from all walks of life is hooked to this technology, 
the posts, messages, and conversations that they contribute to this technology are filled with 
unharnessed information [1, 4]. If proper technology is utilized, the unstructured information 
in the form of SMS could be of something significant [5]. However, in-depth processes using 
technology must be devised in order to turn this information into something useful. 

 

Related works 

Performance Analysis of Naive Bayes and J48Classification Algorithm 
Classification is a significant information mining method with a wide scope of uses to 
arrange the various kinds of information utilized in pretty much every field of our lives. 
Classification is utilized to characterize a gathering of predefined classes as indicated by the 
traits of the thing. This paper reveals an insight into execution assessment dependent on good 
and bad situations of information classification utilizing the Naïve Bayes and J48 
classification calculation. The Naive Bayes calculation depends on likelihood and the j48 
calculation depends on the choice tree. This paper embarks to make a near assessment of the 
classifiers NAIVE BAYES and J48 with regards to the Bank Dataset to build the genuine 
positive rate and diminish the bogus positive pace of defaulters, not just accomplishing high 
classification exactness utilizing the WEKA instrument. 

 

Influence of Word Normalization on Text Classification: In this paper we focus on the 

comparison of various lemmatization and steaming algorithms that are often used in nature 

language processing (NLP). We describe the algorithm in detail and compare it with other 

widely used algorithms for word normalization in two different entities. We provide better 

results obtained by our EWN-based lemmatization approach compared to other methods. We 

also discuss the impact of the term generalization on classification work in general.
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Real-time Crisis Mapping of Natural Disasters Using 

Social Media 

The proposed online networking emergency planning stage 

for catastrophic events utilizes areas from Gazetteer, Street 

Map and Voluntary Geographic Information (VGI) hotspots 

for calamity chance regions and geologically coordinates 

ongoing tweet information streams. The creators utilize 

factual investigation to make constant emergency maps. 

Geoparsing results can be benchmarked against effectively 

distributed works and assessed in multilingual datasets. Two 

contextual analyses contrast five-day tweet emergency 

guides and authority post-occasion sway evaluation from the 

US National Geospatial Agency (NGA), arranged from 

checked satellite and elevated picture sources. 

 

Location Identification for Crime & Disaster Events by 

Geoparsing Twitter 

Geoparsing means automatically identifying locations in a 

text. Positioning in messages during crime and catastrophic 

events is important because they help to quickly locate the 

place where dispatchers can dispatch aid.  

The use of social media during such crisis events is rapidly 

increasing worldwide and in India. We treat Twitter as the 

source of the message because it is real-time, visual and can 

handle large amounts of data.  

We collect tweets in real time and apply those tweets to 

crisis situation and location information. Capturing location 

information to the level of streets & buildings helps 

determine the exact location of the event; this is done with 

the help of NLP methods. We use classifiers to classify 

tweets to get the event to occur. 

 

3. Proposed System 

The Bayesian classifier in this research is used to represent 

the probability distribution of identified text messages of 

SMS. This method was formulated to solve the 

classification problem associated with this research. 

Considering the independence of the tokens among each 

other and also with respect to the output, the Naïve Bayesian 

Classifier is the most appropriate method that can efficiently 

do the job.  

If the input is considered to be a set of attributes, like words, 

then using a Bayesian network, we can calculate the 

probability of whether a message belongs to a specific class 

or not.  

The process is composed of two phases: the training phase 

and the classification phase. In the training phase, the filter 

is trained using a known collection of words for classified 

messages. A database of tokens appearing in each corpus 

and their total occurrences are maintained in a database. 

Based on their occurrences in each set of classified 

messages, each token is assigned a probability for its 

capacity to determine a message of its classification. 

 

Naive Bayes  

The problem of classification predictive modelling can be 

framed as calculating the conditional probability of a class 

label given a data sample. Bayes Theorem provides a 

principled way for calculating this conditional probability, 

although in practice requires an enormous number of 

samples (very large-sized dataset) and is computationally 

expensive.  

 

4. Results and Discussions 

 

 
 

Fig 1: Uploading CSV File 

 

Here we are uploading the sample data set for further 

process. Training and testing by using a specific model. 

 

 
 

Fig 2: CSV File Upload Success 

 

After uploading the dataset, the system shows the successful 

message (Data uploaded successfully). 

 

 
 

Fig 3: View Data 

 

In Fig 3 we can view the uploaded sample data set like in a  

data frame manner. 
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Fig 4: Preprocessed Data 

 

In the above-mentioned Fig 4 we are applying the Preprocessing operation on our sample data set.

 

Model Training 

Performance Metrics 

 

 
 

Fig 5: Accuracy 

 

 
 

Fig 6: Precision 
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Fig 7: Recall 

In Fig 5, 6, 7 are the Results of some matrices like 

Accuracy, Precision, and Recall for implemented machine 

learning algorithm called as Navie Bayes Algorithm.  

 

 
 

Fig 8: Prediction 

 

Here in the above Fig 8 we are checking the prediction of 

the given sample data set. After prediction we are predicting 

the result for given input that the message is spam or ham. 

 
 

 
 

Fig 9: Spam Message 

 

 
 

Fig 10: Spam Correctly Predicted 

 

In the above Fig 9 and 10 we are predicting that the given 

input message is spam or ham here our model predicting the 

given input message is spam and it is exact outcome of the 

applied model. 

 

 
 

Fig 11: Invalid Message 

 

 
 

Fig 12: Invalid Message correctly predicted 
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Here in the above Fig 11 and 12 we are predicting that the given input message is invalid and that is correctly predicted by our 

applied model. 

 

 
 

Fig 13: Alert1 Message 

 

 
 

Fig 14: Alert1 Message correctly predicted 

 

Here in the above shown Fig 13 and 14 we are getting 

output from the applied model as the given input is an alert 

message and the applied model is also predicting the result 

as exactly it is alert message. 

 

 
 

Fig 15: Alert 2 Message 

 

 
 

Fig 16: Alert 2 Message correctly predicted 

 

 
 

Fig 17: Alert 3 Message 
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Fig 18: Alert 3 Message correctly predicted 

 

In the above-mentioned Fig 15, 16, 17 and 18 predicting the exact outputs for given inputs, the given input message is alert 

messages. 

 

 
 

Fig 19: Performance Metrics Graph 

 

In Fig 19 accuracy, precision, recall scores are shown for 

given input data. Accuracy is preferred for balanced data 

and precision and recall are preferred for unbalanced data. 

 

Conclusion 

This study proved the capability of the extended Naïve 

Bayes Formula to classify SMS messages according to five 

different classifications based on the collection of pre-

classified information used as the learned classifier. The 

study generally correctly classified test data according to 

specific classifications up to 89% accuracy. The 11% that 

falls within the False-Negative result is attributed to the 

number of entries in the dataset that served as the learned 

classifier of the Naïve Bayes Algorithm. Clearly, there is a 

necessity to increase the number of pre-classified entries in 

the learned classifier to further improve the capability of the 

method to correctly classify SMS inputs. However, since the 

method is self-learning, it recommended that the system be 

used in actual operation to meet the required high accuracy 

classification capability of the process. 
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