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Abstract 
Machine learning and deep learning are rapidly evolving paradigms that are being used to solve a wide 

range of problems in various application areas. This literature review summary highlights the different 

types of neural networks and tools used in machine learning, as well as the use cases for deep learning, 

such as image identification, natural language processing, audio recognition, anomaly detection, and 

recommender systems.  

The existing system of machine learning is constantly expanding, with new techniques and 

architectures being developed to address real world problems. A proposed system for machine learning 

involves identifying the problem, collecting and preparing data, selecting and training appropriate 

models, evaluating performance, deploying and monitoring the model, and continuously updating it to 

improve its accuracy and effectiveness. 
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Introduction 
Machine learning and deep learning are rapidly evolving paradigms that are being used to 

solve a wide range of problems in various application areas. This literature review summary 

highlights the different types of neural networks and tools used in machine learning, as well 

as the applications of deep learning, such as image recognition, natural language processing, 

audio recognition, anomaly detection, and recommender systems. The existing system of 

machine learning is constantly expanding, with new techniques and architectures being 

developed to address real world problems. A proposed system for machine learning involves 

identifying the problem, collecting and preparing data, selecting and training appropriate 

models, evaluating performance, deploying and monitoring the model, and continuously 

updating it to improve its accuracy and effectiveness. 

 

Existing System 

The present machine learning paradigm, as well as the application areas of deep learning and 

various types of neural networks, are continually changing and increasing. Some of the key 

areas where machine learning and deep learning are being applied include:  

 

Image recognition and classification: Deep learning is being used extensively for image 

recognition and classification tasks, such as identifying objects in images, detecting faces, 

and recognizing handwriting. For image recognition, convolutional neural networks (CNNs) 

are extensively utilized. 

 

Natural language processing: Deep learning is also utilized for natural language processing 

tasks including translation, sentiment analysis, and chatbot building. For these tasks, 

recurrent neural networks (RNNs) and transformer networks are widely utilized. Deep 

learning is being applied in the development of speech recognition systems, such as voice 

assistants and speech-to-text transcription. For voice recognition, convolutional neural 

networks (CNNs) and recurrent neural networks (RNNs) are extensively utilized.  

 

Anomaly detection: Deep learning is being used to detect anomalies in data, such as 

identifying fraudulent credit card transactions or detecting network intrusions. Autoencoder 

networks 6 and deep belief networks are commonly used for anomaly detection tasks.  
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Recommender systems: Deep learning is being used to 

create recommender systems, which present consumers with 

personalised recommendations based on their previous 

behaviour and interests. For recommender systems, 

collaborative filtering and deep neural networks are often 

utilized. Some of the existing tools and frameworks used for 

deep learning include TensorFlow, Keras, PyTorch, and 

Caffe. These tools provide a wide range of functionality, 

including support for different types of neural networks, 

optimization algorithms, and distributed computing. 

Overall, the existing system of machine learning paradigm 

and application areas of deep learning is constantly evolving 

and expanding, with new tools, techniques, and 

architectures being developed to address a wide range of 

real-world problems. 

 

Proposed system 

The aim of this project is understaning the types of machine 

learning techniques: supervised learnig, unsupervised 

learnig, reinforcement learnig. and application area of deep 

ML which includes: 

 

1. Self-driving cars: The primary component allowing 

autonomous driving is deep learning. Millions of data sets 

are sent into the system in order to create a model, educate 

computers to learn, and secure the outcomes.  

The Uber Artificial Intelligence Labs in Pittsburgh are 

trying to increase the prevalence of autonomous cars while 

also including a number of smart features, such as the 

capacity to serve meals. The key challenge for those 

creating autonomous vehicles is how to handle unusual 

circumstances. Deep learning algorithms' regular cycle of 

testing and deployment promotes safe driving by growing 

exposure to millions of scenarios. 

 

2. Virtual Assistants: The most well-known application of 

deep learning is in virtual assistants, such as Alexa, Siri, and 

Google Assistant. You receive a second chance to interact 

with people because each time you chat with one of these 

assistants, they get the chance to learn more about your 

voice and accent. [7] Virtual assistants use deep learning to 

learn more about you, your preferences for eating out, your 

preferred music, and your favourite places [8]. They learn to 

decipher spoken language in order to be able to follow your 

directions. Additionally, virtual assistants may take notes, 

book appointments, and transform your speech to text. 

 

3. Visual Recognition: Another sector that benefits from 

deep learning is banking and finance, which is tasked with 

the task of fraud detection as financial transactions shift 

online. Financial companies can save billions of dollars in 

insurance and recovery costs by utilising autoencoders 

developed by Tensorflow and Keras.  

On the basis of finding trends in client transactions and 

credit scores, identifying aberrant behaviour, and identifying 

outliers, fraud prevention and detection are carried out.  

 The proposed work mainly focuses on the following: 

 Identify the application area: Determine the specific 

application area where deep machine learning can be 

applied. This could be in fields such as image 

recognition, natural language processing, speech 

recognition, or autonomous systems. 

 Define the problem: Clearly define the problem to be 

solved and determine the specific task that the neural 

network will perform. This could be classification, 

regression, sequence generation, or anomaly detection. 

 Select the appropriate neural network architecture: 
Choose the appropriate neural network architecture that 

is best suited for the specific problem at hand. Some of 

the most commonly used neural network architectures 

include: 

 

 
 

1. Feedforward Neural Networks (FFNN): These are the 

most basic type of neural networks and are used for tasks 

such as classification and regression. 

 

2. Convolutional Neural Networks (CNN): These are 

commonly used for image and video analysis tasks where 

spatial relationships between pixels are important [11]. 

 

3. Recurrent Neural Networks (RNN): These are used for 

tasks involving sequences, such as natural language 

processing, speech recognition, and time series prediction 
[10]. 

 

4. Long Short-Term Memory Networks (LSTM): These 

are a type of RNN that are specifically designed to handle 

long-term dependencies in sequences. 

 

5. Generative Adversarial Networks (GAN): These are 

used for tasks such as image and video synthesis, where the 

network generates new content based on patterns learned 

from existing data [9]. 

 Preprocess the data: Preprocess the data to ensure its 

quality and suitability for analysis. This may involve 

techniques such as normalization, data augmentation, or 

data imputation. 

 Train the neural network: Train the neural network 

on the preprocessed data using appropriate optimization 

algorithms such as stochastic gradient descent or Adam. 

 Evaluate the model: Analyse the model's performance 

using relevant measures like as accuracy, precision, 

recall, or F1-score. This will help to determine whether 

the model is suitable for the task [12] at hand and 

whether any modifications or improvements need to be 

made. 

 Deploy the model: Deploy the model to a production 

environment where it can be used to make predictions 

on new data. This may involve integrating the model 

into a larger software system or deploying it as a 
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standalone application. 

 Monitor and maintain the model: Monitor the 

performance of the model over time and make any 

necessary adjustments or improvements. This may 

involve retraining the model on new data or adjusting 

the hyperparameters to improve performance. 

 

Objective 

The objectives of machine learning, deep learning, and 

neural network applications vary depending on the specific 

problem being addressed. However, some common 

objectives include:  

 

Prediction: One of the primary objectives of many machine 

learning applications is to make accurate predictions about 

future outcomes based on historical data. This may involve 

predicting stock prices, weather patterns, or customer 

behavior, among other things.  

 

Classification: Another common objective is to classify 

data into different categories based on certain 13 features or 

characteristics. For example, a machine learning model may 

be used to classify emails as spam or not spam, or to 

identify different types of cancer based on medical images.  

 

Clustering: Clustering involves grouping similar data 

points together into clusters or categories. This may be 

useful for tasks such as customer segmentation or image 

segmentation. Pattern recognition: Pattern recognition 

involves identifying patterns or trends in large datasets. This 

may be useful for tasks such as fraud detection or anomaly 

detection.  

 

Optimization: Optimization involves finding the optimal 

set of parameters for a given model or system. This may be 

useful for tasks such as tuning hyperparameters in a neural 

network or optimizing a supply chain.  

 

Understanding: Finally, machine learning, deep learning, 

and neural network applications can also be used to gain a 

better understanding of complex systems and processes. 

This may involve using models to simulate physical 

systems, or to analyze large datasets to uncover new insights 

or relationships. Regenerate response  

 

Methodology: The methodology for machine learning, deep 

learning, and neural network applications typically involves 

the following steps:  

 

Problem definition: The first step is to clearly define the 

problem being addressed, including the specific task to be 

performed, the data available, and the desired outcome.  

 

Data collection and Preprocessing: The next step is to 

collect and preprocess the data, including cleaning, 

formatting, and transforming the data into a suitable format 

for analysis.  

 

Model selection: Once the data is preprocessed, the 

appropriate model must be selected for the task at hand. 

This may involve choosing a neural network architecture, 

selecting hyperparameters, and deciding on the appropriate 

loss function.  

 

Model training: The selected model is trained on the 

preprocessed data using techniques such as backpropagation 

or gradient descent to optimize the model parameters.  

Model evaluation: After the model is trained, it is 

evaluated on a separate test set to assess its performance. 

This may involve metrics such 15 as accuracy, precision, 

recall, and F1 score.  

 

Model refinement: Based on the evaluation results, the 

model may need to be refined or adjusted, including tuning 

hyper. 

 

Literature review 

Y Bao, H Li - Structural Health Monitoring, 2021  

The purpose of structural health monitoring is to diagnose 

and predict structural health. There has been a lot of 

research done on the methodology of vibration-based 

structural health monitoring. However, conventional 

vibration-based methods struggle to detect damage to actual 

structures due to a high degree of incompleteness in 

monitoring data (the number of sensors is much lower when 

compared to the number of degrees of freedom of a 

structure), significant uncertainties in structural conditions 

and monitoring systems, and the coupled effects of damage 

and environmental actions on modal parameters. 

 It is true that monitoring data must include information 

about a structure's performance and circumstances. 

(Vehicles, wind, and so forth; acceleration, displacement, 

cable force, strain, photos, videos, and so on). As a result, 

totally new structural health diagnostics are required [2]. 

H Arshad, MA Khan, MI Sharif, M Yasmin… 2022 

HGR is a method frequently used to identify human style in 

daily life. However, several common circumstances, such as 

changing one's clothing or changing one's viewpoint, impair 

the system's function. Deep learning (DL) exhibits the 

highest performance in complicated circumstances among 

the several machine learning (ML) algorithms that have 

recently been introduced for video surveillance [13]. This 

research uses a fuzzy entropy controlled skewness (FEcS) 

technique and deep neural networks to present an integrated 

framework for HGR. The suggested method operates in two 

stages: Pre-trained CNN models extract deep convolutional 

neural network (DCNN) features in the first phase (VGG19) 
[3]. 

S Guo 2022 Machine learning (ML) has been successfully 

used as an alternative to physical models for predicting 

quality and optimizing processes in metal additive 

manufacturing. However, the "black box, particularly 

artificial neural networks, can make it challenging to 

interpret the ML outcomes within the complex 

thermodynamics that govern AM. While the practical 

benefits of ML are compelling, its usefulness as a reliable 

modeling tool depends on consistent adherence to physical 

principles and model transparency [14]. To address these 

concerns, physics-informed machine learning (PIML) has 

emerged as a hybrid ML approach that incorporates physical 

domain knowledge, such as thermomechanical laws and 

constraints. PIML integrates data-driven methods that 

reflect real-time system dynamics with the underlying 

physics that govern AM. This paper provides a review of the 

current state-of-the-art in metal AM, identifies opportunities 

for a paradigm shift towards PIML, and suggests relevant 

future research directions [4]. 
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Sustainable Energy, 2022 

According to the present trend, autonomous software that 

enhances decision-making and energy distribution 

operations will eventually regulate energy demand and 

supply. Modern machine learning (ML) technologies are 

critical for improving decision-making in energy 

distribution networks and systems [15]. To illustrate the 

relevance of this field of study, a study on data-driven 

probabilistic ML algorithms and their real-time applications 

to smart energy systems and networks was done. The study's 

two primary areas of focus were the use of ML to 

fundamental energy technologies and ML use cases for 

utilities involved in energy distribution. The fundamental 

energy technologies include energy efficiency, upgraded 

energy materials, smart energy materials for the smart grid 

paradigm, energy systems, and energy storage devices, as 

well as machine learning (ML) [5]. 

P Zhang, C Wang, C Jiang… - IEEE Transactions on …, 

2021. 

With the ever-increasing scale of the industrial Internet of 

Things (IIoT), a massive amount of user data is generated 

by IIoT equipment. This data is usually heterogeneous and 

private, with most users reluctant to share it publiclyTo 

improve model aggregation rate and reduce communication 

costs, deep reinforcement learning (DRL) is applied to 

select IIoT equipment nodes with accurate models. As a 

result, maintaining this time series data in an effective and 

secure manner has become a hot topic in academics and 

industry. Federated learning (FL) is a novel machine 

learning paradigm with the capability of training models 

using heterogeneous and private data. This article analyses 

the usage of FL technology in wireless network 

circumstances to manage data from IoT equipment. A FL 

algorithm powered by DRL is provided 

for address the privacy and to the efficiency for the data 

training of IoT devices. 

Data generated by IIoT equipment is analyzed and 

represented by MNIST, fashion MNIST, and CIFAR-10 

datasets, and the proposed algorithm is evaluated using deep 

neural network models. Experimental results demonstrate 

that the proposed algorithm achieves an accuracy rate of 

over 97%, confirming its effectiveness [6] 

 

Gondwana Research, 2022 - Elsevier 

Over the past two decades, there has been a surge in the use 

of observational data in the scientific and engineering fields, 

leading to what is referred to as the Fourth Paradigm. This 

new paradigm is characterized by the five Vs of big data: 

Volume, Variety, Value, Velocity, and Veracity. 

Geotechnical data analysis is a prime example of big data 

analysis due to the large amounts of comprehensive, 

multidirectional, and multifield data involved. Machine 

learning, deep learning, and optimization algorithms have 

become increasingly popular tools for analyzing 

geotechnical data, providing valuable insights into 

geoscience and geoengineering problems 

The aim of this review is to provide comprehensive 

guidance for researchers and engineers in related fields on 

how to utilize ML, DL, and OA methods for their research. 

 

Experimental Work 

 

 
 

The experimental setup for machine learning, deep learning, 

and neural network applications will vary depending on the 

specific problem being addressed. However, some common 

elements of an experimental setup may include:  

 

Data collection and preprocessing: The first step in any 

machine learning experiment is to collect data that is 

relevant to the problem being addressed. This may involve 

collecting data from existing databases, scraping data from 

websites, or designing experiments to collect new data. 

Once the data is collected, it must be cleaned, formatted, 

and transformed into a suitable format for analysis.  

 

Model selection and architecture: The next step is to 

select an appropriate model for the task at hand. This may 

involve choosing a neural network architecture, selecting 

hyperparameters, and deciding on the appropriate loss 

function.  

 

Model training and validation: Once the model is 

selected, it must be trained on the data. This involves 

optimizing the model parameters to minimize the chosen 

loss function using techniques such as gradient descent or 

backpropagation. The model must also be validated on a 

separate test set to assess its performance.  

 

Performance metrics: The performance of the model is 

evaluated using metrics such as accuracy, precision, recall, 

and F1 score. These metrics are used to assess how well the 

model is able to perform the specific task it was designed 

for. 17  

 

Experimental design and statistical analysis: The 

experimental design and statistical analysis used will depend 

on the specific problem being addressed. In some cases, a 

simple spliting the data further into the training and the test 

sets may be sufficient. In other cases, more advanced 

techniques such as cross-validation or bootstrapping may be 

necessary.  

 

Hardware and software: The hardware and software used 

in the experiment will depend on the complexity of the 

model and the size of the dataset. Deep learning models 

often require significant computational resources, so 

specialized hardware such as GPUs or TPUs may be 

necessary. Software tools such as TensorFlow, Keras, or 

PyTorch are commonly used for deep learning experiments. 
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Overall, the experimental setup for machine learning, deep 

learning, and neural network applications should be 

carefully designed to ensure that the results are accurate, 

reliable, and reproducible. 

 

Conclusion and Future Work 

In conclusion, machine learning, deep learning, and neural 

network applications are becoming increasingly important 

in a wide range of fields, including healthcare, finance, 

marketing, and more. These applications allow us to make 

accurate predictions, classify data into different categories, 

cluster data points, recognize patterns, optimize systems, 

and gain a better understanding of complex processes. The 

methodology for developing these applications involves 

several key steps, including problem identification, data 

collection and preprocessing, model selection and 

architecture, model training and validation, performance 

metrics, experimental design and statistical analysis, and 

hardware and software selection. As these technologies 

continue to advance, it is important to ensure that they are 

used in a responsible and ethical manner. This includes 

ensuring that the data used in these applications is unbiased 

and representative, and that the models are transparent and 

explainable. With careful design and implementation, 

machine learning, deep learning, and neural network 

applications have the potential to transform the way we 

approach many complex problems and improve our 

understanding of the world around us. 
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