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Abstract 
Big Data is actually the current big thing in computing as the quantity of computing data generated in 

the globe is growing exponentially from dissimilar areas for diverse causes. This survey presents firstly 

an overview of Big Data history, paradigms, and characterizations. Secondly, the technologies 

associated with Big Data processing. A case study of JPEG-2000 image compression is presented 

through simulations to underscore the importance of data compression in big-data processing. Finally 

the challenges faced in Big Data processing forms the basis of future research. 
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Introduction 
The rapid development of Big Data remains an elephant in the house that has attracted 
extensive attention from governments, academia, and industry in the whole world. Big Data 
is actually the current big thing in computing as the quantity of computing data generated in 
the globe is growing exponentially from dissimilar areas for diverse causes. Big Data is 
defined by its size, comprising a large, complex and independent collection of data sets, each 
with the potential to interact [1, 2]. Big Data, broadly defined, comprises information available 
from billions, even trillions of records generated by millions of people and stored in myriad 
sources throughout the cyber universe [3], and from the macro [4] Big Data is the bond that 
subtly connects and integrates the physical world, human society, and the cyberspace. The 
term "Big Data" often refers simply to the use of predictive analytics, user behavior 
analytics, or certain other advanced data analytics methods that extract value from data, and 
seldom to a particular size of data set. There is little doubt that the quantities of data now 
available are indeed large, but that’s not the most relevant characteristic of this new data 
ecosystem. More generally, a data set can be called Big Data if it is formidable to perform 
capture, curation, analysis, and visualization on it at the current technologies [5]. For the 
purpose of this paper we define Big Data as exceptionally enormous data sets that may be 
analyzed computationally to disclose patterns, trends, and associations, especially relating to 
human-computer actions, interactions, and relations.  

A study on the Evolution of Big Data as a Research and Scientific Topic shows that the term 

“Big Data” was present in research starting with the 1970s. The term Big Data has been 

around since 2005 when it was launched officially by O’Reilly Media in 2005. However, the 

usage of Big Data and the need to understand all available data has been around much 

longer.  
 

Characterization of Big Data 
There are variant sources of Big Data that exist today. Actually, data exist in large amounts 
in all walks of life. The main sources of Big Data are data information within the 
organization, sensory information in the Internet of things and interactive information in the 
Internet world [6]. These sources can be ranging from databases, blogs, email, search engines, 
digital music, social media sites, smart grids, industrial equipment, satellites, data warehouse 
applications, train tracks, and smartphone location. Big Data has been defined differently 
from 3V to 4V, 5V, and 6V by various researchers. For this study, Big Data can be described 
by the following characteristics 6V+C [1, 4, 6, 7, 8, 9].  
 

Volume: Volumes of data have exponentially increased in recent times. The data volume is 

huge, especially the huge amounts of data generated by a variety of devices, the size of the  
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data is very large, much larger than the flow of information 

on the Internet, PB level will be the norm. It is not 

uncommon for businesses to deal with yotta-bytes of data 

and typically analysis is performed over the entire data set. 

This implies the need for large storage space and computing 

power requirement during processing. 

 

Velocity: Big Data is not just about volume though; just as 

important is the rate of change of the data. The data related 

to perception, transmission, decision making, control open 

loop have very high requirements on real-time data 

processing. The late result is of little value. It is essentially 

different from traditional data processing. For a large 

volume of data which does not change very often, the 

analysis takes a number of hours or days to complete may 

be acceptable. But if the dataset is growing by terra-bytes 

per day, or the data is changing at a high rate of speed, the 

processing time of analysis becomes much more important. 

The velocity, therefore, deals with the place at which raw 

data streams in the database in various forms from various 

sources like the mobile devices, internet of things (IoT), and 

social networks [2]. 

 

Big Data

Compexity

Value

Volume

Veracity

Variability

Variety

Velocity

 
 

Fig 1: Big Data Characterization 

 

Variety: Refers to the many different data and file types 

that are important to manage and analyze more thoroughly, 

but for which traditional relational databases are poorly 

suited [10]. Big Data may be collected via smartphones, 

sensors, or even social networks and comes in the form of 

text, audio, blogs, videos, pictures, images, or location 

information, which is not easy to put Big Data into a 

relational database [11]. Even with the same kind of data, 

encoding, data format or other aspects may be different. 

Thus Big Data includes structured, semi-structured, 

unstructured, and a blend of both.  

 

Variability: Variability refers to the variation in the data 

flow rates [12], which keeps changing dramatically over time 
[13], and it is used to determine the internal variability in Big 

Data with multiple information shifts as time passes [14][15]. 

As data is generated from a myriad of sources, a challenge 

occurs on how to connect, match, cleanse, and transform 

data received from diverse sources, hence the variability of 

the Bid Data. 

 

Veracity: When dealing with high volume, veracity, and 

variety of data, it is inevitable that at all that the data is 

going to be 100% error free, as there will be unimportant or 

dirty data. This means that in any data that is streamed there 

exists some biases, noise, and abnormality in the data that 

needs to be cleaned. However, determining how clean the 

data is for analysis to be performed is the big question. 

Basically, data does not need to be 100% perfect but need to 

be relatively close enough to enable one to obtain gainful 

and relevant insight. Thus verification or veracity of the data 

beyond a reasonable doubt is essentially dependent on the 

application.  

 

Value: Big Data is having a high commercial value. It is the 

reason why more and more people are concerned about Big 

Data. But the density of the value is low. If you take the 

video for example, during the uninterrupted monitoring 

process, useful data may only be a few seconds. 

Implementing information technology infrastructure system 

to store Big Data is a costly venture and businesses are 

going to get a return on investment (ROI). Due to this value 

must be extracted from the data as it is pointless to build the 

capability to store and manage it. Data analysis to provide 

ROI is thus required to build a competitive advantage.  

 

Complex: Big Data is not only complex but diverse in data 

types and representation. There is often a complex dynamic 

relationship between each data. The change of one data may 

have an impact on a lot of data. Dealing with a variety of 

structured and unstructured data greatly increases the 

complexity of both storing and analyzing Big Data. 

However many researchers have defined the characteristics 

of Big Data differently by increasing the characteristics to 

6Vs: volume, velocity, variety, variability, veracity and 

value [16]. Thus the term Big Data can be described 

differently but the characteristics are growing as time goes 

by. 

 

Big Data Processing Technologies 

Big Data refers to data streams of higher velocity and higher 

variety, the infrastructure required to support the acquisition 

of Big Data must deliver low, predictable latency in both 

capturing data and in executing short, simple queries; be 

able to handle very high transaction volumes, often in a 

distributed environment; and support flexible, dynamic data 

structures [3]. To take advantage of the cloud for Big Data 

analysis, data must first be in the cloud. To address the issue 

of uploading Big Data to the cloud, a number of approaches 

to WAN optimization have been established. The techniques 

include compression, data de-duplication or redundancy 

elimination, caching, and protocol optimization [17]. 
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Table 1: Overview of big-data processing technologies 
 

Technology Description Advantage Limitations References 

Compression 

Process of modifying, 

encoding or 

converting the bits 

structure of data in 

such a way that it 

consumes less space 

on disk 

 Reduces storage size, 

 Speeds up file transfer, 

 Decreases costs of storage 

hardware, 

 Decreases cost of network 

bandwidth. 

 To get rid of unnecessary data 

 Data compression is byte order 

independent 

 Compressed data is read/written 

faster than original data 

 

 Is a mathematically intense 

process 

 Effects of errors in transmission 

 Slower for sophisticated methods 

 Need to decompress all previous 

data 

 Takes time to compress 

 Data compression process takes 

up valuable resources 

 High Computational Latency 

 Can’t search compressed files 

 Lossy algorithms 

[18] 

Data 

Redundancy 
 

 Alternative data backup method 

 Better data security 

 Faster data access and updates 

 Improved data reliability 

 

 Possible data inconsistency 

 Increase in data corruption 

 Increase in database size 

 Increase in cost 

 

[19] [20] 

Data Caching 

Caching is a technique 

of storing frequently 

used data/information 

in memory, so that, 

when the same data or 

information is needed 

next time, it could be 

directly retrieved from 

the memory instead of 

being generated by the 

application 

 Reduced execution time, 

 Reduced run-time, 

 Improved performance of small 

file transfers, 

 Efficient query matching 

 Security 

 Reduced interaction with the 

under layer 

 Picking the right cache size, 

 Inconsistency may occur 

 Threshold for use is high 

 Stale data 

 Complexity 

 Expiration policy, 

 And eviction policy 

 

[21] [22][23] 

[24] 

 

Protocol 

Optimization 

Is using data science 

and computer 

algorithms to discover 

inefficiencies that 

would be almost 

impossible to discover 

with traditional 

research methods. 

 Improves access efficiency 

 Sets optimal parallelism and 

concurrency levels. 

 Increase in throughput 

 Reduces routing costs 

 Optimization convergence 

problem 

 Numerous decision variables 

[25] [26][27][28] 

[29] 

 

Data Redundancy Elimination 

Data redundancy refers to a state created within a database 

data storage technology in which the same piece of data is 

held in two separate places. This often leads to many data 

anomalies and should be avoided through design by 

applying database normalization, proper use of foreign keys, 

and through the application of compression and 

decompression schemes. This goes a long way to prevent, 

reduce or minimize data redundancy, like unnecessary 

increase in the size of database and likelihood of data 

corruption, the likelihood of inconsistency of data and 

decreased efficiency of the database. The processes of 

getting candidate similar pairs, eliminating redundancy, and 

similarity computation are all finished within a MapReduce 

job which is employed on a filter-and-verification 

framework. In the first step, it generates signatures for all 

objects. If two objects are similar, they must share one or 

more common signatures. Based on this idea, it prunes large 

numbers of dissimilar pairs and the survived pairs are 

candidate pairs. In the verification step, it verifies the 

candidate pairs to generate the final answers [19]. In the map 

phase, the signature function will be applied on each object, 

and the map function will emit <key, value> pairs. In reduce 

phase, redundancy elimination strategy will be applied on 

each set where all objects share the same key or signature, 

and the reduce function will emit <key, value> pairs that are 

similar and can be considered as the same entity [19]. 

 

V(a,b)
W(a,b)
X(a,b)
Y(b,c)
Z(b,c)

Map Stage Shuffle stage

(a,V(ɸ))
(a,W(ɸ))
(a,X(ɸ))

(c,Y(b))
(C,Z(b))

(b,V(a))
(b,W(a))
(b,X(a))
(b,Y(ɸ))
(b,Z(ɸ))

Multi-Signature-Based-
Blocking

Reduce Stage

(a,V-W,W-X,V-X)
(b,V-Y,V-Z,W-Y,W-Z, 

X-Y,X-Z,Y-Z)
(c,ɸ)

(a,V-W,W-X)
(b,Y-Z)

Redundancy 
elimination stage 1

Redundancy 
elimination stage 2

 
 

Fig 2: An example of redundancy elimination 

 

Fig. 2 shows an example of the multi-sig-er method. From 

this method, we can find the processes of eliminating 

redundancy and similarity joining are done away with in the 

reduce phase. Blocking technique and eliminating 

redundancy strategy aim to reduce the number of candidate 

similar pairs and improve computing efficiency [19]. 

Data redundancy can be reduced through the process of data 

normalization. Database normalization is the process of 

efficiently organizing data in a database so that redundant 

data is eliminated [20]. This process can ensure that all of a 

company’s data looks and reads similarly across all records. 
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By implementing data normalization, an organization 

standardizes data fields such as customer names, addresses, 

and phone numbers. Normalizing data involves organizing 

the columns and tables of a database to make sure their 

dependencies are enforced correctly. The “normal form” 

refers to the set of rules or normalizing data, and a database 

is known as “normalized” if it’s free of delete, update, and 

insert anomalies. When it comes to normalizing data, each 

company has their own unique set of criteria. Therefore, 

what one organization believes to be “normal,” may not be 

“normal” for another organization. For instance, one 

company may want to normalize the state or province field 

with two digits, while another may prefer the full name. 

Regardless, database normalization can be the key to 

reducing data redundancy across any company. 

 

Data Caching 

The data caching in computing is referred as the implicit of 

explicit practice of storing data and retrieving data from 

high performance store. A cache in this case is the 

hardware, or software component that serves requests for 

the stored data with high speed. The stored data in the cache 

is as a result of the data stored in the cache due to earlier 

computation or data stored elsewhere.  

Caching leads to a reduction in time which is achieved by 

caching the working datasets in a cluster’s memory while, 

eliminating the need of repeated read/write to/from a disk 
[21], improves performance of small file transfers [22][23], and 

ensures efficient query matching [24]. There are two instance 

of the cache: cache hit and cache miss. The cache hit occurs 

when the requested data is found in the cache, but if the 

requested data is not found in the cache that forms the cache 

miss. The more the cache hit rate, the higher the 

performance of the system, as the reading of the data from 

the cache is faster than reading the data from a slower data 

source. The cache hit rate or hit ratio is the percentage of 

accesses that result in cache hits. The big data caching 

framework is shown in Figure 3. The mobile device can 

save or fetch data to and from the data store or local data 

base, and also can load data to the server side application. 

These mobile devices can be laptops, personal digital 

assistants (PDAs), iPads, or smart phones. The server side 

application can also load data from the cloud store and the 

data is stored in the cache for processing. 

 

 

 

Synch

Servers

Data

Save

Fetch

Mobile device

Load to 
WS

Load from WS

 
 

Fig 3: Big data caching framework 

 

Protocol Optimization 

There are various optimization protocols proposed in 

literature that are either TCP/IP-based, or UDP-based. For 

efficient transferring of big data over long distances, the use 

of appropriate transfer protocols is required. Current 

innovations aimed at tackling high-speed massive flow 

challenge in long fat networks include: Grid FTP, Globus, 

Tsunami, FP, and UDT [25]. For protocol optimization the 

distributed consensus algorithm can be run to select a leader 

to reduce the number of broadcasts, while allowing 

computation between encrypted data and non-encrypted 

data [26]. Protocol optimization improves access efficiency 

by utilizing prefetching, and caching technologies.  

Compression  

Compression of data is the shrinking of the volume of 

available data into technical (compressing file formats), or 

functional (shrinking data volume using econometric tools), 

so as to enable easier and faster processing of data signals 

above the minimum threshold [18]. In computer signal 

processing, data compression is referred to as bit-rate 

reduction, which involves the encoding of information using 

fewer bits than the original representation. Data 

compression should be done in a way that it mitigates the 

cost and time needed during analysis to decision making 

with minimal loss of information of minimal error. There 

are two types of data compression (lossy-compression, and 

lossless-compression). The lossy data compression involves 

the class of data encoding methods and standards that uses 

inexact approximations and data discarding to represent the 

content. This method of compression is used to reduce the 

size of data for storing, transmission, and or handling. 

Lossy-compression method is commonly used in video and 

audio compression, where a certain loss of information 

cannot be detected by most users. Sometimes when the data 

is being cleaned, there can be the elimination of noise, and 

this noise cannot be easily detected, which means that some 

data will be lost if the reversal process takes place. On the 

other hand, lossless data compression refers to the class of 

data compression methods, algorithms, and standards that 

allows the original data to be perfectly reconstructed from 

the compressed data. This means that in lossless 

compression we do not experience the loss of data after the 

reverse process is invoked. This method basically involves 

the reconstruction of data to its original format or set after 
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decompression is done as data is not lost.  

Data are compressed because the raw (uncompressed file) 

data require much storage space, large transmission 

bandwidths, and long transmission times. With the present 

state of technology, the only solution is to compress data 

before their handling, storage and transmission. Then, at the 

receiver end, the compressed/coded data can be 

decompressed/decoded back to the original format.  

Lossy-and-lossless-Image compression  

There are basically two types of compression namely the 

lossy compression, and lossless compression. Some 

standards or algorithms offers both methods of compression 

combined while others offers only one form of compression 

method.  

Case study: JPEG 2000- Image compression 

In 2000 the (Joint Photographic Experts Group) committed 

in order to create a new compression technique that replaces 

their previous one (JPEG) the widely adopted by 

applications as a coding standard [30]. 

 

Description of JPEG 2000 

The JPEG2000 standard allows for both lossless and lossy 

compression. But the lossy compression is more commonly 

used. Briefly, The JPEG2000 compression standard is 

composed of the stages shown in the flow graph in Figure 3. 

 

Original image

Bit-stream 

organization

Discrete Wavelet 

Transform (DWT)

Rate control

Pre-processing
Uniform Quantizer 

with deadzone

Compressed image
Embedded block 

coding

Input

Output
 

 

Fig 4: The JPEG2000 Compression Algorithm 

 

Pre-processing 

In the first stage, pre-processing is performed. Pre-

processing actually contains three sub-stages, as shown in 

Figure 4. These steps must be performed so that the discrete 

wavelet transform can be properly performed. 

 

Original 

Image

Pre-processed 

Image data
Tiling

Level 

offset

Irreversible color 

Transform
 

 

Fig 5: Sub-stages of pre-processing 

 

The image to be encoded might be larger than the amount of 

memory available to the encoder. To solve this problem, 

JPEG2000 allows for optional tiling [31][32]. Tiling is required 

as it handles large datasets since it reduces the needs 

imposed on the processing platform (e.g. memory 

requirement, transmission bandwidth, and transmission 

time) [31][33]. In tiling, the input image is partitioned into 

rectangular and non-overlapping tiles of equal size (except 

possibly for those tiles at the image borders), as shown in 

Figure 5. Each tile is compressed independently using its 

own set of specified compression parameters. 

 

 
 

Fig 6: Example tiling of the 8-bit image 

 

JPEG2000 expects its input sample data to have a nominal 

dynamic range centred about zero. This expectation is 

necessary since JPEG2000 uses high-pass filtering. The 

level offset pre-processing stage ensures that this 

expectation is met. If the original B-bit image sample values 

are unsigned (non-negative) quantities, an offset of −2B−1 is 

added so that the samples have a signed representation in 

the range −2B−1 ≤ x[n] <2B−1. If the data is already signed 

(centred around zero), no adjustment is performed. 

JPEG2000 compression is most commonly used to 

compress colour images. There are several ways to represent 

colour images numerically, for example, RGB, YCbCr, 

YCM, and HSB. However, colour images are most 

commonly represented in RGB format. In RGB format, the 

image is composed of three component planes, one each for 

the red, green, and blue colour components. When the 

discrete wavelet transformation is performed in JPEG2000, 

each colour layer is transformed independently. However, 

since Y, Cr and Cb colour components are less statistically 

dependent than R, G, and B colour components, they 

independently compress better. Therefore, in JPEG2000 an 

irreversible colour transform (ICT) is performed to convert 

RGB data into YCrCb data according to the following: 

 

 (1) 
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Fig 7: The irreversible colour transform (ICT) of an image. 

 

Discrete Wavelet Transformation 

JPEG2000 uses discrete wavelet decomposition (DWT) to 

decompose each image tile into its high and low sub-bands. 

The DWT is performed by filtering each row and column of 

the pre-processed image tile with a high-pass and low-pass 

filter [32][34]. Because this process results in double the 

number of samples, the output from each filter is down 

sampled by 2 (every other value is removed) so that the 

sample rate remains constant. Also, it does not matter if the 

rows or the columns of the component matrix are filtered 

first. The resulting DWT is the same. 

 

 
 

Fig 8: The discrete wavelet decomposition DWT process for the Y 

component of the baboon image. 

 

In JPEG2000, multiple stages of the DWT are performed. 

The number of stages performed is implementation 

dependent [32]. 

Figure 6 shows the Stage 1 DWT for the Y component of 

the original pre-processed image tile. The four quadrants are 

defined as follows: 

 

LL: low sub-bands for row and column filtering 

HL: high sub-bands for row filtering and low sub-bands for 

column filtering 

LH: low sub-bands for row filtering and high sub-bands for 

columns filtering 

HH: high sub-bands for row and column filtering 

In stage 2 (Figure 9), the same process is repeated with the 

LL1 sub-bands. Only the LL sub-bands is further 

transformed because the high sub-bands rarely contain any 

significant samples. Finally, in Stage 3 the DWT is repeated 

a third time. Again, only the LL2 sub-bands from Stage 2 is 

further filtered, as Figure 10 shows. JPEG2000 supports 

from 0 to 32 stages. For natural images, usually between 4 

to 8 stages are used. 

 
 

Fig 9: Stage 1 DWT of the 8-bit image tile 

 

 
 

Fig 10: Stage 2 DWT of the 8-bit image tile 

 

 
 

Fig 11: Stage 3 DWT of the 8-bit image tile 

 

Quantization 

The quantization is scalar and can be of three types: single 

(SQ), multiple (MQ) and bi-level (BQ) [35]. With SQ each 

wavelet coefficient is quantized once, the produced bit-

stream not being signal-to-noise-ratio (SNR) scalable. With 

MQ a coarse quantizer is used and this information coded. A 

finer quantize is then applied to the resulting quantization 

error and the new information coded. This process can be 

repeated several times, resulting in limited SNR scalability. 

BQ is essentially like SQ, but the information is sent by bit-

planes, providing general SNR scalability. The wavelet 

coefficients are quantized using a uniform quantizer with 

dead-zone as shown in Figure 11. For each sub-bands b, a 
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basic quantizer step size _b is used to quantize all the 

coefficients in that sub-bands according to: 

 

   (2) 

 

Where y is the input to the quantizer, sign(y) denotes the 

sign of y, _b is the step size, and q is the resulting quantizer 

index. Dead-zone means that the quantization range about 0 

is 2_b. This ensures that more zeros result. 

 

 
 

Fig 12: Dead-zone quantizer structure 

 

Embedded Block Coding 

In JPEG2000, before coding is performed, the sub-bands of 

each tile are further partitioned into relatively small code-

blocks (e.g. 64x64 or 32x32 samples) such that code blocks 

from a sub-bands have the same size [30][34]. Code-blocks are 

used to permit a flexible bit-stream organization. 

 

 
 

Fig 13: Example division of sub-bands into code-blocks 

 

Code-blocks are then coded a bit-plane at a time starting 

from the Most Significant Bit-Plane to the Least Significant 

Bit-Plane (if some MSB-planes contain no 1s, the MSB-

plane is set to the topmost bit-plane, with at least one 1, the 

number of bit-planes which are skipped is then encoded in a 

header.) 

 

 
 

Fig 14: Example of bit plane representation 

 

Each coefficient bit in the bit-plane is coded in only one of 

the  

 

Three Coding Passes 
1. Significance Propagation: If a bit is insignificant (=0) 

but at least one of its eight neighbors is significant (=1), 

then it is encoded. If the bit at the same time is a 1, its 

significance flag is set to 1 and the sign of the symbol is 

encoded. 

2. Magnitude Refinement: Samples which are significant 

and were not coded in the significance propagation 

pass. 

3. Clean-up: It codes all bits which were passed over by 

the previous two coding passes insignificant bits. It is 

the first pass for MSB plane.  

At the same time as embedded block coding is being 

performed, the resulting bit-streams for each code-block are 

organized into quality layers. A quality layer is a collection 

of some consecutive bit-plane coding passes from all code-

blocks in all sub-bands and all components, or simply 

stated, from each tile. Each code-block can contribute an 

arbitrary number of bit-plane coding passes to a layer, but 

not all coding passes must be assigned to a quality layer. 

Every additional layer successively increases image quality. 

Figure 14 shows an example of how the encoded data for 

each bit-plane in each code block can be organized into 

quality layers. Note the relationship between the amount of 

important information in a code-block and how many 

quality layers are present in that code-block. 

 

 
 

Fig 15: Example quality layer distribution for stage 2 DWT with 

sub-bands containing only one code-block 

 

Rate Control 

Rate control is the process by which the code-stream is 

altered so that a target bit rate can be reached. Once the 

entire image has been compressed, a post-processing 

operation passes over all the compressed blocks and 

determines the extent to which each block's embedded bit-

stream should be truncated in order to achieve the target bit 

rate. The ideal truncation strategy is one that minimizes 

distortion while still reaching the target bit-rate. Each code-

block, Bi, contains a finite number of truncation points, Zi + 

1, having lengths such that 

 

  (3) 

 

The overall reconstructed image distortion can be 

represented as a sum of the distortion contributions from 

each of the code-blocks, where D(z)i is the distortion 

contributed by a code-block. Since the code blocks are 

compressed independently, any bit-stream truncation policy 

can be used. If the overall length of the final compressed 

bit-stream is constrained by Lmax then any set of truncation 

points can be selected such that  
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    (4) 

 

And the overall distortion is minimized 

 

     (5) 

 

 Which code-blocks are included in the packet 

 The number of most significant all zero bit-planes 

skipped by the entropy encoder for each newly included 

code-block 

 The number of included coding passes for each code-

block 

 The length of included coded data for each code-block, 

potentially zero. 

 

In bit-stream organization, the compressed data from the bit-

plane coding passes are first separated into packets. One 

packet is generated for each precinct in a tile. A precinct is 

essentially a grouping of code blocks within a resolution 

level [34]. Precincts divide a resolution level of a component 

into rectangles of size (Px, Py) containing 2Px, 2Py 

samples. Si precincts cannot overlap code-blocks and must 

have dimensions that are exact powers of 2, the precinct size 

restricts the subordinate code-block partitions. An example 

of precinct partitioning is shown in Figure 14. 

 

 
 

Fig 16: Example precinct partitioning 

 

As previously stated, each precinct generates one packet, 

even if the packet is empty. A packet is composed of a 

header and the compressed data. The header contains: 

The organization of the code-stream can be seen in Figure 

16 

Then, the packets are multiplexed together in an ordered 

manner to form one code-stream. In Part 1, there are five 

built-in ways to order the packets, called progressions, 

where position refers to the precinct number: 

Quality: layer, resolution, component, position 

Resolution 1: resolution, layer, component, position 

Resolution 2: resolution, position, component, layer 

Position: position, component, resolution, layer 

Component: component, position, resolution, layer. 

 

 
 

Fig 17: Code-stream organization 

 

The sorting mechanisms are ordered from most significant 

to least significant. For example, in the case of quality 

progression, packets are ordered first by layer, second by 

resolution, third by component, and fourth by position [35]. It 

is also possible for the progression order to change 

arbitrarily in the code-stream. Additionally, in Part 2 of the 

standard, it is possible to specify user-defined progressions 

at the expense of additional overhead. 

This new standard by the JPEG2000 working group was 

hoped to create a standard which would address the faults of 

current standards (JPEG): 

Superior compression performance: At high bit rates, 

artifacts become nearly imperceptible, JPEG 2000 has a 

small machine-measured fidelity advantage over JPEG. At 

lower bit rates (e.g., less than 0.25 bits/pixel for grayscale 

images), JPEG 2000 has a significant advantage over certain 

modes of JPEG: artifacts are less visible and there is almost 

no blocking [31]. The compression gains over JPEG are 
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attributed to the use of DWT and a more sophisticated 

entropy encoding scheme. 

Multiple resolution representation: JPEG 2000 decomposes 

the image into a multiple resolution representation in the 

course of its compression process. This representation can 

be put to use for other image presentation purposes beyond 

compression as such. 

Progressive transmission by pixel and resolution accuracy: 

These features are more commonly known as progressive 

decoding and signal-to-noise ratio (SNR) scalability. JPEG 

2000 provides efficient code-stream organizations which are 

progressive by pixel accuracy and by image resolution (or 

by image size) [35]. This way, after a smaller part of the 

whole file, has been received, the viewer can see a lower 

quality version of the final picture. The quality then 

improves progressively by downloading more data bits from 

the source. 

Choice of lossless or lossy compression: Like the Lossless 

JPEG standard, the JPEG 2000 standard provides both 

lossless and lossy compression in a single compression 

architecture. Lossless compression is provided by the use of 

reversible integer wavelet transform in JPEG 2000. 

Error resilience: Like JPEG 1992, JPEG 2000 is robust to 

bit errors introduced by noisy communication channels, due 

to the coding of data in relatively small independent blocks. 

Flexible file format: The JP2 and JPX file formats allow for 

handling of colour-space information, metadata, and for 

interactivity in networked applications as developed in the 

JPEG Part 9 JPIP protocol. 

High dynamic range support: JPEG 2000 supports any bit 

depth, such as 16- and 32-bit floating point pixel images, 

and any colour space. 

Side channel spatial information: Full support for 

transparency and alpha planes. 

 

Simulation results 

 
Table 2: Simulation parameters 

 

Parameter Value 

Programming Language Java (Jdk1.8) 

Library Java Advanced Imaging (JAI) 

IDE Netbeans 

Environment Windows10 i74510u Intel CPU 

Output Extension Jp2 

Compression Type Lossy 

Type Of Progression Layer 

Encoding Rate 1.01 (Bit Per Pixel) 

Wavelet Filters J2kimagewriteparam.Filter_97 

 

First experiment  

We compress different files of different formats and 

compare the resulting file’s size with the size after jepg2000 

compressing as shown in Table 3. 

 
Table 3: Experiment 1 results 

 

Orignal 

Format 

Orignal 

size 

Size after JPEG2000 

compression 

Compression 

ratio 

Png 127 KB 78,6 KB 1,6 

JPEG 15,9 MB 2,88 MB 5,52 

TIFF 7,82 MB 1,53 MB 5,1 

 

Second experiment  

We compressed the same file (.png) in JPEG and 

JPEG2000, we set the compression quality to (0.1) which is 

good according to java library and we observe the quality, 

Figure 17 shows the difference in quality. 

 

 
 

(a) JPEG2000 

 

 
 

(b) JPEG 
 

Fig 18: The difference in quality (JPEG2000, JPEG) 

 

Challenges of Big Data Management and Analytics  

There is an explosive growth trend on the amount of data 

that is processed, transferable, or stored within a given time 

period [37]. The conventional data processing systems and 

protocols are likely to reach a tailback, unable to complete 

operational tasks in a timely manner. As more and more 

fields involve Big Data problems, ranging from global 

economy to social administration and from scientific 

researches to national security, we have entered the era of 

Big Data [5]. Data processing has encountered various open 

research issues namely data staging, data analysis, data 

security and distributed storage system [38]. With the 

emergence of new technologies for Big Data, a few attempts 

of data processing can be found adapted to them as noted by 
[7]. The challenges of Big-Data processing revolves around 

privacy, visualization, integration, and data-mining [36], and 

other challenges include data inconsistence and 
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incompleteness, scalability, and timeliness.  

Security and privacy concepts in big data are some of the 

most pertinent issues as they have become increasingly 

significant associated with big data in all application 

domains in the modern world [39]. To improve the effective 

and growing big data uptake must be taken seriously by 

every organization to prevent breaches or other security 

incidences of over sensitive information. Data privacy 

should thus entail data security, access control, and 

information security. Clearly, privacy is an issue whose 

importance particularly to customers, is growing as the 

value of Big Data becomes more apparent. However, people 

do still care about what and how their personal information 

is used, especially if it could become disadvantageous or 

harmful to them [40]. Wherever, big data problems are 

handled, difficulties lie in data capture, storage, searching, 

sharing, analysis, and visualization. Purposely data 

visualization entails to represent knowledge more intuitively 

and effectively by using different graphs. To convey 

information easily by providing knowledge hidden in the 

complex and large-scale data sets, both aesthetic form and 

functionality are necessary [5]. But it is particularly difficult 

to conduct data visualization because of the large size and 

high dimensionality of big data.  

To provide a single view of data distributed over different 

sources, data integration combines data views [15], 

fundamentally to get people collaborate and share data. 

However there is no clarity on the complexity of data 

integration and means of integration. Typically Big data 

integration is a process of collecting data from multiple 

sources and storing using different technologies to provide a 

unified view. Data can be in different forms, such as 

structured, unstructured and semi-structured. Integrating 

different types of data has become a complex task in case of 

merging different systems or different applications. Many 

challenges are associated with data integration, such as 

enabling real-time data access, increasing performance and 

scalability, and overlapping of the same data, which attracts 

further research. 

 

Conclusion 

Big data is the common phenomena in the recent past as 

data is growing in big magnitudes by day. This growth of 

data means that the data requires to be compressed in a way 

to occupy smaller space in memory and during transmission. 

This survey presented the big-data processing from the 

perspective of technologies involved and presented a case 

study of JPEG-2000 compression algorithm and compared it 

with JPEG. The simulation results show that JPEG-2000 

performs better than JPEG and other compression standards. 

This calls for other advanced compression algorithms to 

process big data as data is kept growing. Future research 

will involve big data security, visualization and scalability. 
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