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Abstract

Wireless Sensor Networks (WSNs) have emerged as a cost-effective and scalable solution for
continuous environmental monitoring in applications such as climate observation, air quality
assessment, and habitat surveillance. This research presents the design and performance evaluation of a
basic wireless sensor network developed using low-power sensor nodes and simple communication
protocols. The proposed system focuses on evaluating key performance metrics including packet
delivery ratio, end-to-end delay, throughput, energy consumption, and network lifetime under typical
environmental monitoring conditions. A small-scale WSN testbed was implemented with sensor nodes
deployed in an outdoor setting to collect temperature and humidity data at regular intervals.
Experimental observations were recorded over multiple operational cycles to analyze the reliability and
stability of data transmission. The performance of the network was further assessed under varying node
densities and transmission intervals to understand scalability constraints. Results indicate that the
proposed WSN achieves reliable data delivery with acceptable latency while maintaining low energy
consumption, making it suitable for long-term monitoring applications. The findings also highlight
trade-offs between data sampling rate and network lifetime, emphasizing the importance of parameter
optimization in resource-constrained environments. The research demonstrates that even a basic WSN
architecture can provide meaningful environmental data when properly configured. This work offers
practical insights into the deployment of low-cost wireless sensor networks and serves as a reference
framework for researchers and practitioners interested in environmental monitoring solutions.
Additionally, the evaluation approach adopted in this research emphasizes reproducibility, simplicity,
and accessibility, enabling easy replication in academic laboratories and field deployments. By
combining experimental measurements with straightforward analytical interpretation, the research
bridges theoretical understanding and practical implementation, supporting informed decision-making
for system designers working on sustainable, real-world environmental sensing infrastructures across
diverse climatic regions and resource-limited monitoring scenarios over extended operational durations
with minimal maintenance requirements and consistent data quality assurance metrics.

Keywords: Wireless sensor networks, environmental monitoring, performance evaluation, energy
efficiency, low-cost systems

Introduction

Environmental monitoring has become increasingly important due to rising concerns related
to climate variability, pollution, and ecosystem degradation, requiring continuous and
spatially distributed data collection mechanisms M. Wireless Sensor Networks (WSNs) offer
a flexible and low-cost alternative to traditional wired monitoring systems by enabling
autonomous sensing, data processing, and wireless communication among distributed nodes
21, Typical WSN-based environmental monitoring systems integrate sensor nodes capable of
measuring parameters such as temperature, humidity, and atmospheric conditions,
transmitting collected data to a central sink for analysis [°l. Despite their advantages, basic
WSN deployments often face challenges related to limited energy resources, unreliable
wireless links, and constrained processing capabilities, which can directly affect overall
network performance and data quality [“. Performance evaluation is therefore essential to
understand how well a WSN meets application requirements under realistic operating
conditions 1. Key performance indicators commonly used in WSN studies include packet
delivery ratio, latency, throughput, energy consumption, and network lifetime, as these
metrics collectively reflect communication reliability and system sustainability ©!. However,
many existing studies focus on complex architectures or simulation-based evaluations,
leaving a gap in experimentally validated assessments of simple, low-cost WSN
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implementations suitable for small-scale environmental
monitoring /. Addressing this gap is particularly relevant
for deployments in resource-limited settings, where
affordability and ease of maintenance are critical
considerations . The primary objective of this research is
to design and evaluate a basic wireless sensor network for
environmental monitoring and to quantitatively assess its
performance under different operating conditions 1. The
research aims to analyze how variations in node density and
transmission intervals influence network reliability and
energy efficiency while maintaining acceptable data
delivery performance 1%, It is hypothesized that a properly
configured basic WSN can achieve reliable environmental
data collection with low energy consumption, provided that
communication parameters are optimized to balance data
rate and network lifetime ™. By experimentally validating
this hypothesis, the research seeks to contribute practical
insights into the feasibility of simple WSN designs for real-
world environmental monitoring applications and to support
informed system design decisions [*?, Such evaluations are
essential for guiding future enhancements, standardization
efforts, and deployment strategies in  emerging
environmental sensing projects 31, Furthermore, empirical
performance data from basic WSN setups can assist
educators, policymakers, and engineers in selecting
appropriate technologies and configurations for sustainable
monitoring initiatives across diverse ecological contexts
under varying operational and climatic conditions with long-
term reliability objectives and cost-efficiency benchmarks
for decision making (4,

Material and Methods

Materials: A small-scale wireless sensor network (WSN)
testbed was developed for outdoor environmental
monitoring, consisting of battery-powered sensor nodes, a
sink/gateway node, and a laptop for data logging and
analysis. Each sensor node was equipped with basic
temperature-humidity sensing and a low-power radio for
periodic data transmission, reflecting commonly used WSN
architectures for environmental observation [ 3 7 The
network followed a simple star/clustered collection pattern
in which sensor nodes transmitted to a sink that aggregated
packets and forwarded logs for analysis, consistent with
widely used WSN monitoring setups 2 ¥4, A fixed payload
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size (50 bytes) and periodic sampling were used to emulate
lightweight environmental telemetry workloads reported in
practical deployments [ 8. Power was supplied using
standard battery capacity assumptions for WSN motes, and
lifetime was estimated from measured/derived daily energy
consumption to align with energy-focused evaluation
practice in WSN research [* & 10 performance metrics
targeted packet delivery ratio (PDR), end-to-end delay,
throughput, energy use, and estimated lifetime, which are

standard indicators for reliability and sustainability in WSNs
[5,9,13]

Methods

Nodes were deployed outdoors with line-of-sight and
moderate obstruction typical of field monitoring conditions
(1. 71, Experiments were conducted for three node densities
(10, 20, and 30 nodes) and three transmission intervals (10
s, 30 s, and 60 s), representing increasing offered load and
contention levels often discussed in WSN performance
studies > % . For each configuration, five repeated runs
were recorded and summarized as mean * standard
deviation at the sink. PDR was computed as received
packets divided by transmitted packets; end-to-end delay
was measured as the time difference between packet
timestamp at transmission and reception; throughput was
computed at the sink as successfully received payload bits
per second; daily energy consumption per node was
estimated from the communication activity model and
observed load behavior (mAh/day), following realistic
device power modeling principles [ lifetime was
estimated as battery capacity divided by daily energy
consumption [* €. Statistical analysis included two-way
ANOVA to test the main effects of node density and
transmission interval (and interaction) on PDR and delay,
consistent  with ~ comparative  protocol/performance
evaluation practice [ 23 A linear regression model was
used to quantify how node density and traffic rate
(packets/min) predict energy consumption, supporting
design trade-off analysis for sustainable deployments [+ 1,
A targeted Welch’s t-test compared PDR at high density (30
nodes) between 10 s and 60 s intervals to confirm the
magnitude of load-driven reliability differences [> 1114,

Results

Table 1: Performance summary (means across 5 runs per configuration).

Nodes | Interval (s) PDR Delay (ms) | Throughput (kbps) | Energy (mAh/day) | Lifetime (days)
10 10 0.952 72.5 0.379 22.46 89.1
10 30 0.964 65.7 0.123 18.58 107.9
10 60 0.983 53.6 0.072 12.31 162.9
20 10 0.941 83.1 0.762 24.61 81.3
20 30 0.958 78.9 0.254 20.46 97.8
20 60 0.978 66.6 0.129 13.91 144.0
30 10 0.932 95.8 1.096 26.44 75.7
30 30 0.943 89.4 0.384 22.07 90.7
30 60 0.966 80.8 0.187 15.58 128.5

Interpretation (Table 1)

Across all densities, increasing the transmission interval
(lower sampling rate) improved reliability and reduced
delay PDR rose from ~0.93-0.95 at 10 s to ~0.97-0.98 at 60
s, while delay dropped by ~10-20 ms depending on density,
indicating reduced contention and fewer retransmissions in
lighter-traffic regimes @ 5 3. Throughput increased with

~22 ~

node density (more sources) but declined with longer
intervals because offered load falls as packets become less
frequent, matching expected WSN capacity-load behavior >
51, Energy consumption increased with both density and
higher sampling rate; consequently, estimated lifetime
improved substantially when moving from 10 s to 60 s
intervals (e.g., ~76 days to ~129 days at 30 nodes),
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consistent with the well-known rate-lifetime trade-off in
WSN deployments [ 8. 101,

Table 2: Two-way ANOVA for packet delivery ratio (PDR).

Source SS df F p
Node Density 0.00288 2 105.17 | 9.237e-16
Interval 0.008971 2 327.55 | 7.976e-24
Node Density Interval | 0.000104 4 1.89 0.1333
Residual 0.000493 36

Interpretation (Table 2)

Both node density and transmission interval had statistically
significant effects on PDR (p « 0.001), showing that
reliability is sensitive to network scale and offered load > 5
B3l The interaction term was not significant (p = 0.133),
suggesting that the direction of interval effects on PDR
remained consistent across densities (i.e., longer intervals
improved PDR similarly at 10, 20, and 30 nodes) 51,

Table 3: Two-way ANOVA for end-to-end delay.
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Interpretation (Table 3)

Delay increased significantly with node density and with
shorter transmission intervals (both p « 0.001), reflecting
higher channel contention and queueing as traffic load rises
2.5, 111, The non-significant interaction (p = 0.618) indicates
that density-driven delay increases were broadly similar
across the tested sampling rates [ 131,

Table 4: Linear regression predicting energy consumption

(mAh/day).
Term Coef SE t p
Intercept 10.609 0.938 11.32 2.464e-14
Node Density 0.179 0.038 4.66 3.203e-05
Pkts Per Min 1.805 0.145 12.43 | 1.176e-15

Interpretation (Table 4)

Energy consumption rose significantly with both node
density and traffic rate (packets/min), confirming that
heavier channel activity and higher duty cycling drive
battery drain in basic WSNs [+ 10 11 Practically, this
supports configuring sampling intervals to the minimum
needed for the monitoring objective to preserve lifetime in

Source SS df F p
Node Density 4582.22 2 180.44 1.728e-19
Interval 2183.46 2 85.98 1.948e-14
Node Density Interval | 33.9748 4 0.67 0.6178
Residual 457.102 36 |ong_term dep|0yments [1.6.8]
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Fig 1: Mean PDR vs transmission interval across node densities.
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Fig 2: Mean end-to-end delay vs transmission interval across node densities.
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Fig 3: Mean sink throughput vs transmission interval across node densities.
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Fig 4: Mean estimated lifetime vs transmission interval across node densities.

Discussion

The results of this research demonstrate that even a basic
wireless sensor network (WSN) architecture can deliver
reliable and meaningful performance for environmental
monitoring when key communication parameters are
carefully configured. The observed packet delivery ratio
(PDR) trends confirm that transmission interval plays a
dominant role in determining network reliability, with
longer intervals significantly improving successful packet
reception across all node densities. This aligns with
established WSN literature, where reduced channel
contention and fewer collisions are known to enhance
reliability in low-power wireless networks [ 5 11 The
statistically significant main effects of node density and
transmission interval on PDR, as revealed by two-way
ANOVA, further reinforce the sensitivity of WSN
performance to network scale and traffic load [,
Interestingly, the absence of a significant interaction effect
suggests that the influence of transmission interval on
reliability remains consistent regardless of network size,
which is an important insight for scalable environmental
deployments [6. 221,

End-to-end delay analysis indicates a clear trade-off
between responsiveness and network load. Higher node
densities and shorter sampling intervals resulted in increased
latency, primarily due to medium access contention and

~24 ~

buffering delays at the sink, a behavior widely reported in
practical WSN deployments > 7. These findings are
consistent with prior studies emphasizing that delay-
sensitive applications must balance sampling frequency
against congestion effects [* 51, Throughput results show that
while increasing node density raises aggregate data rates at
the sink, excessive traffic generation can undermine
efficiency due to packet loss and retransmissions,
highlighting a saturation effect typical of shared wireless
channels 91,

Energy consumption and lifetime estimation provide critical
insights into sustainability, which is a core requirement for
environmental monitoring systems. Regression analysis
confirmed that both node density and traffic rate are strong
predictors of energy usage, supporting earlier observations
that communication dominates power consumption in WSN
nodes ™ 0. The substantial improvement in estimated
network lifetime achieved by increasing transmission
intervals demonstrates that simple duty-cycle optimization
can dramatically extend operational longevity without
compromising data quality [ &, The statistically significant
difference in PDR between high-load and low-load
configurations further validates the study’s hypothesis that
parameter optimization is essential for achieving reliable,
long-term monitoring using resource-constrained sensor
nodes (' 41, Overall, the discussion highlights that empirical
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evaluation of simple WSN setups remains highly valuable,
particularly for low-cost and educational deployments
where complexity must be minimized without sacrificing
performance &7 131,

Conclusion

This research confirms that a basic wireless sensor network,
when thoughtfully configured, can effectively support
environmental monitoring applications by achieving a
practical balance between reliability, responsiveness, energy
efficiency, and network longevity. The experimental
findings demonstrate that transmission interval is a critical
control parameter, as modest reductions in sampling
frequency significantly improve packet delivery, reduce
latency, and extend battery life, even as network size
increases. From a practical perspective, this implies that
environmental ~ monitoring  systems  should  avoid
unnecessarily aggressive data sampling and instead adopt
adaptive or application-driven transmission schedules that
reflect the true temporal dynamics of the monitored
variables. For long-term deployments, particularly in remote
or resource-limited environments, configuring sensor nodes
to operate at longer intervals can drastically reduce
maintenance requirements by extending battery replacement
cycles. The results also show that network density must be
carefully planned; while adding nodes improves spatial
coverage and aggregate throughput, it simultaneously
increases contention and energy consumption. Practitioners
should therefore match node density to the minimum level
required for spatial resolution, rather than maximizing node
count. Another important recommendation is the use of
simple performance evaluation during pilot deployments, as
small-scale field testing can reveal optimal operating points
that simulations alone may overlook. Designers of low-cost
monitoring systems can further enhance sustainability by
combining moderate node densities with conservative
transmission intervals and straightforward data aggregation
strategies at the sink. Educational institutions and early-
stage projects can adopt similar basic WSN configurations
as reliable testbeds for training and experimentation,
ensuring reproducibility and ease of maintenance. For real-
world environmental agencies, the research suggests
prioritizing configuration simplicity and robustness over
architectural complexity, especially where long-term data
continuity is more valuable than high-frequency
measurements. Overall, by integrating performance
evaluation into the design phase and applying parameter
optimization strategies identified in this research,
stakeholders can deploy affordable, scalable, and energy-
efficient wireless sensor networks that meet practical
environmental monitoring needs while  minimizing
operational cost and technical overhead.
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