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Abstract 
This paper discusses and evaluates the present state of digital forensics, as well as how machine 

learning techniques are used in this field. The paper covers technological advances in forensics 

medicine and how we may gain from the performance of machine learning algorithms to compare their 

performances for improvement on data collection, analysis and investigation. The focus is on the 

benefits and challenges that may arise while adopting algorithms: Naive Bayes (NB), K-Nearest 

Neighbor (K-NN), Support Vector Machine (SVM), Principal Component Analysis (PCA) and K-

means. Apart from analyzing the latest research and studies in this subject area. Furthermore, tracing 

new trends in the digital forensics’ domain and outline ways that machine learning can be used for 

better performance. 
 

Keywords: Machine learning, digital forensic, naive bayes, k-nearest neighbor, support vector 

machine, principal component analysis, k-means 

 

Introduction 

The technological and digital revolution is the product of a number of current world events 

that have to do with development in information technology as well as high use by smart 

electronic appliances. The wide use and necessity of internet content in our everyday life 
[1]. With the increase in cybercrimes and developing digital technologies, have led to 

emergence of a new practice known as forensics. This pertains to the reaction of the legal 

system and criminal investigations in response to the advancements in technology and the 

shift of illegal activities towards the realm of digital data [2].  

In general, digital forensics is a subdivision of the forensics field that employs digital 

methodologies and technology to collect and analyze evidence within the framework of legal 

processes [3]. Furthermore, digital forensics is the application of contemporary technology to 

investigate and evaluate digital evidence pertaining to criminal activities and situations. In 

the legal context, the objective of digital forensics is to furnish reliable and precise proof that 

can be relied on in a court of law to bolster legal investigations Figure 1.  

Accordingly, the volume of data in this field is very large, diverse, comprehensive and very 

accurate, and is constantly increasing as a result of rapid technological progress and the 

increasing use of smart devices. Moreover, is no human capacity, and traditional methods do 

not have sufficient capacity to manage and analyze this huge and accurate amount of data [5]. 

Therefore, investigators thought about employing faster and more accurate methods in digital 

forensics for the purpose of collecting and analyzing data, which is machine learning ML 

methods.  

Accordingly, the aim of this study is to state how the employing of techniques based on 

ML enables efficient handling of vast quantities of data, facilitating the identification of 

patterns and trends within various types of data, such as electronic medical records, digital 

photographs, and genetic data. This helps to identify the connections and variables that are 

relevant for investigations.ML includes several algorithms, including: Naïve Bayes 

Algorithm, K-Nearest Neighbor Algorithm, Support Vector Machine and Principal 

Component Analysis and K Means Algorithm. 
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Fig 1: Machine Learning in Digital forensic- State of Art 
 

Machine Learning 

Machine learning ML is one of the most important subfields 

for artificial intelligence. It particularly focuses on the 

development of systems that learn and improve their 

performance without human intervention [6]. ML is an 

essential element of AI technologies, as it helps systems 

learn how to adjust and improve themselves based on 

changes in the environment or received data. ML relies on 

developing mathematical models and algorithms that enable 

the use of information by computer systems to identify 

patterns in data for automatic decision-making without 

explicit programming [7]. This involves the activities of data 

analysis and decoding, information acquisition, as well as 

performance improvement by automatic processes. Machine 

learning comprises three main techniques as shown in 

Figure 2 below. 

1) Supervised Learning: In supervised machine learning, 

the computer model is trained to find correlation 

between inputs and outputs by being fed with a dataset 

containing sample data that already exist. Basically, the 

goal is to improve performance by training and 

extracting knowledge from existing instances allowing 

it thus—to predict outcomes of unknown inputs [8]. A 

training set is formed, where known samples are 

included and each input (output) takes with past 

features. This dataset is used for training the model 

which then compares its prediction with a known output 

to refine internal parameters. After that, its 

effectiveness is measured by using a dataset on which 

the model has not yet been trained and then cementing 

whether it can perform new data sample [9]. The training 

and assessment methods are repeated to improve the 

performance of the model incrementally. 

2) Unsupervised Learning: It is a process where 

computer systems learn to extract information from 

data without any help or supervision from outside. This 

shows that the information fed to the system does not 

have any attached labels or prior guidance given to it by 

a model. On the contrary, the model uses statistically 

significant patterns or hidden structures form data 
[10]. The primary ideas that underlie unsupervised 

learning are discovering hidden clusters or structures 

within data with no previous information automatically 

recognizing patterns and classifications inside the data, 

and teaching the model to cluster samples that share 

certain properties based on their intrinsic 

similarities. Moreover, unsupervised machine learning 

is essential in fields such as data mining, understanding 

the trends from big databases and image processing 
[11]. It assists in the design of smart prototypes to 

address a wide range of challenges. 

3) Reinforcement Learning: Focuses on the development 

of intelligent models that are capable to make 

interactive decisions under an uncertain 

environment. Reinforcement machine science aims at 

increasing the efficacy of a system by interacting with 

its environment, using rewards or penalties to control 

decision-making. The fundamental principles of 

reinforcement machine learning encompass the 

following elements: agent, environment, state, action 

reward policy and value [12]. The worker is an 

identifying factor that interacts with the environment 

and makes a decision. An agent is a set of mechanical 

objects, including robots and computer programs or any 

other highly sophisticated system that has capability to 

learn and reason. The environment encompasses the 

physical and social environments in which the worker 

engages. The environment encompasses both the 

physical world and the virtual realm, comprising all the 

necessary variables for the agent to engage with. The 

term "state" refers to a description of the agent's present 

condition in the environment [13]. This encompasses all 

essential data that delineates the worker's circumstances 

and the surrounding milieu. Action refers to the specific 

movement or decision made by an actor within its 

surrounding environment. Action is regarded as an 

integral component of the worker's strategic approach 

to attaining the intended objectives. The model policy is 
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a set of regulations or tactics that dictate the worker's 

decision-making process. Reinforcement machine 

learning seeks to improve policies in order to obtain the 

greatest rewards. Value, in essence, represents a 

calculated approximation of the anticipated outcome 

resulting from the execution of a certain course of 

action within a given set of circumstances [14]. The 

worth of acts is contingent upon the anticipated long-

term rewards. 

 

 
 

Fig 2: Machine Learning Types [15].

 

Digital Forensics 

Digital forensics is a significant transformation in the area 

of forensics, since it merges traditional forensic ideas with 

contemporary information technology [16]. This integration 

facilitates the use of digital technologies and data analysis to 

enhance forensic procedures and deliver precise and 

complete reports derived from an analysis of digital data 

extracted from videos, images, and electronic medical 

records by following different methods, including:  

a) The use of imaging methods: Digital forensics 

requires the use of high-resolution imaging and 

radiography to study corpses and other forms of 

evidence for a postmortem. By doing so, it becomes 

possible to control physiological consequences and 

determine the causes of death [17]. 

b) Digital Image Analysis: Digital forensics today is 

based on the analysis of digital photographs to 

distinguish between natural and criminal evidence, 

thereby enhancing diagnostic precision and 

investigation [18]. 

c) Video Analysis: Digital video analysis allows tracking 

movements and individual behavior, thus making 

criminal activity investigation possible in addition to 

providing powerful court evidence [19]. 

d) Medical Data Analysis: Big data analysis methods 

may be implemented into electronic medical records to 

analyze diseases and accurately provide deaths and 

disease numbers [20]. 

e) Employing Modern Technology: Encompasses the 

cooperation with contemporary technology like 

artificial intelligence and machine learning to enhance 

the examination of evidence and expedite investigation 

procedures [21]. 

f) Digital fingerprint analysis: Digital forensics allows 

for the examination of digital fingerprints and facial 

features in order to prove identity and aid in the 

identification of remains [22]. 

g) Developments in Machine Learning: The accuracy of 

medical judgements in the forensic sector is being 

improved by advances in machine learning and data 

analysis techniques [23]. 

 

Digital forensics investigation process 

Due to the diversity and large number of sources of data that 

can be collected and the continuous increase in this data, 

and in order for the investigation to be of a nature that is 

understood by the relevant companies [24]. Consequently, the 

investigation process must pass through four main stages 

depending on the complexity of the data. Below is Figure 3 

illustrating the stages of a digital forensic investigation. 

Each stage is as below. 

a) Collection: This stage of the investigation typically 

involves collecting various types of digital evidence, 

including images, videos and electronic medical records 

– across different settings such as smart devices; 

computers & servers) [25]. The data is scrupulously 

documented and stored to ensure its authenticity and 

legality. Data collecting technology includes modern 

technologies in digital imaging and image analysis that 

allow providing accurate and reliable sources for 

medical workers or investigators [26]. 

b) Examination: This step is also an important part of the 

digital forensic investigation procedure, in which 

advanced technologies are used to inspect and decode 

the available pieces of the digital 

evidence. Furthermore, this analysis involves 

supervising photos and videos with the utmost scrutiny 

of electronic medical records while ensuring their 

source veracity. In addition, it indicates the particular 

field that has relevant information for the investigation 
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method and assures no data will be lost due to 

compression or encryption procedures. This helps in 

distinguishing clinical implications and understanding 

situations that relate to the study [28]. Hence, through 

this painstaking analysis medical personnel and 

investigators have more precise answers to medical and 

forensic issues. 

c) Analysis: This phase is an essential stage where correct 

and reliable conclusions are obtained from digital 

evidence. The analysis is concerned with using 

advanced technology to analyze photos and videos, 

picking out physical evidence, and determining the 

temporal context of events [29]. Also, it includes the 

analysis of EMR using computational methods 

especially machine learning and artificial intelligence 

techniques. This helps to identify and determine the 

medical factors for accidents or crimes. Besides, 

proficiency in the field of forensics and data analysis is 

obligatory at this point to ensure accurate and reliable 

results that can be used as compelling evidence for 

judicial processes [30]. 

d) Reporting: The final stage of digital forensics is the 

summary and presentation with accuracy, methodology 

on collected proofs and culmination. Moreover, for this 

task it is important that accuracy and detail are 

maintained as the report forms a legally binding 

document which serves to interpret findings and inform 

their application in court or other settings [31]. The 

report refers to the documentations of evidence that is 

collected and digital analyzes utilized, with emphasis 

on important medical/forensic details. Furthermore, it 

requires integration between findings and analyses to 

provide a summary overview together with an accurate 

understanding of the data being analyzed. The purpose 

of this report is to elucidate medical and forensic issues 

in a manner that is comprehensible to investigators and 

judges [32]. Consequently, it plays a crucial role in 

attaining justice and comprehending the intricacies of 

challenging cases. 

 

 
 

Fig 3: The Stages of Digital Forensics Investigation Process 
 

Digital forensics models 

According to the National Institute of Standards and 

Technology the process of investigating digital forensic 

evidence include four designed methodologies [33]: Digital 

Forensics Research Workshops Model (DFRWS), Abstract 

Digital Forensics Model (ADFM), Integrated Digital 

Investigation Process Model (IDIP), and End-to-End Digital 

Investigation Process Model (EEDIP). Each version is 

specifically tailored for a certain phase and process Figure 

4. 

 

 
 

Fig 4: Digital Forensics Models [33] 

 

Digital forensic challenges 

Currently, the field of digital forensics encounters several 

obstacles stemming from swift advancements in technology 

and changes in the digital landscape. One of the notable 

issues is the growing amount and intricacy of digital data, 

necessitating meticulous analysis and sophisticated 
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resources to guarantee effective comprehension. Challenges 

encompass security and privacy concerns, as investigators 

must guarantee the authenticity of data and digital evidence 

while safeguarding the secrecy of sensitive information. 

Furthermore, digital investigation encounters difficulties in 

the realm of legislation and regulations, as the utilization of 

digital technology necessitates complete adherence to legal 

norms and the assurance of accurate documentation of 

evidence and findings. Table 1 includes a comparison 

between current studies in the way they survey the 

challenges facing digital forensics specialists, represented 

by different types of security and quality standards, the 

volume and quality of data in this field, the extent of the 

complexity of the methods for extracting information from 

it, and other standards related to the aforementioned 

challenges Table 1. 

 
Table 1: Digital Forensic Challenges and Considerations 

 

Ref. Challenges Data Volume 
Privacy 

concern 

Technical 

Complexity 

Resource 

Constraints 

Forensic Tools 

Sophistication 
Rapid Technological Changes 

[34] Volatile Memory Analysis High Moderate Moderate Limited N/A Rapidly Evolving 
[35] Encryption / Decryption High / homogenous Very High High Limited High Rapidly Evolving 
[36] Big Data Forensics Very High/ heterogeneous N/A High Moderate Moderate Large-Scale Data Analysis 
[37] Digital Evidence Integrity Moderate High High Moderate High Advanced Manipulation 
[38] Social Engineering Attacks High High Moderate Moderate Moderate Manipulation of Users 
[39] Insider Threats Moderate / homogenous N/A Moderate Moderate N/A Insider Misuse 
[40] Forensic Analysis Automation High / heterogeneous N/A High Moderate N/A Automated Threats 
[41] Cloud Storage Forensics High / heterogeneous N/A Moderate Limited High Diverse Cloud Providers 
[42] Anti-Forensic Techniques Moderate / homogenous N/A Moderate Limited High Constant Innovation 

 

Literature search strategies  

The literature search technique for this review is derived 

from well-established academic frameworks. The main 

objective was to incorporate an extensive compilation of 

research related to the employment of machine learning in 

the digital forensic domains and its many contexts during 

the past eight years. A comprehensive examination of 

academic databases, such as Science Direct, Google 

Scholar, IEEE Xplore, and Scopus, was carried out to 

guarantee the incorporation of a wide range of sources 

beyond the conventional academic domain.  

The search terms included various versions of “machine 

learning” “Digital forensic” and related 

phrases. Additionally, we used free text keywords such as 

“applying on machine learning in digital forensic” to find 

papers that addressed closely related ideas. This 

methodology helped us to understand different aspects of 

machine learning techniques in the digital forensic domains. 
 

Machine learning approaches in digital forensics 

Machine learning is an important aspect of digital forensic 

processes since it enables systems and software to analyze 

data and extract pertinent information with greater accuracy 

and efficiency. Machine learning is applied in several 

domains of digital forensics, such as the analysis of medical 

images and the interpretation of large-scale medical data [43]. 

Machine learning approaches may reliably detect physical 

evidence in forensic images, hence aiding in the precise 

determination of causes of death. Learning models may 

utilize electronic medical data to recognize patterns and 

correlations within data sets, hence facilitating significant 

findings in the realm of medical research [44].  

Furthermore, Academic studies dealing with the use of 

machine learning algorithms in the field of digital forensics 

is constantly increasing, especially in recent years. Whereas, 

by conducting statistics on the number of research papers 

published in the database for academic research (Google 

Scholar) and following the search query “machine learning” 

in “digital forensic” as a search method in the last four 

years, it became clear to us that research in this field is 

constantly increasing, Figure 5. 

 

 
 

Fig 5: Overview of Studies on Machine Learning in Digital Forensics (2020 - 2023)
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Machine learning may enhance diagnostic accuracy, 

expedite analytical procedures, and enhance comprehension 

of intricate digital evidence in the field of digital forensics, 

consequently facilitating reliable and accurate outcomes. 

The following explains the basics of five machine learning 

algorithms and the performance of each of them when used 

in the field of digital forensics. 

 

Naïve bayes algorithm in digital forensics 

The Naive Bayes NB method is well recognized as a 

prominent algorithm in the domain of machine learning and 

data analysis. This algorithm is used for classification 

applications, and it classifies the data into different classes 

based on given attributes. The name of the algorithm 

“naive” is based on its underlying assumption that all 

features used for classification are strictly independent. This 

assumption helps simplify calculations and speeds up the 

training and classification process. 

Bayesian probability concepts are implemented by NB to 

obtain the conditional probabilities for data classification via 

training datasets [45]. To implement the training, a dataset 

that contains pre-defined features and associated 

classifications is used. After that, the model uses these 

probabilities to classify new data. NB, despite being 

relatively straightforward, has strong performance in several 

contexts, particularly in text classification tasks like postal 

categorization and linguistic analysis. They have 

applications in several domains like machine learning, data 

science, and information security. While it implies the 

independence of features, this method may be highly 

effective in classifying data, especially when there is a 

substantial quantity of training data available. The research 

team in [46] utilized a heterogeneous dataset with a wide 

range of network traffic patterns, spanning from innocuous 

to malevolent. Subsequently, the classification techniques 

employed include Naïve Bayes, K-Nearest Neighbours 

(KNN), and Random Forest approaches. The approaches 

enhance the mean class error, showing a 6.58% error rate 

for GenClass, in contrast to the error rates of 32.59% for the 

Bayes method, 18.45% for KNN, and 30.70% for Random 

Forest. Furthermore, in [47] the researchers conducted a study 

where they analyzed the NSLKDD Dataset, with a special 

emphasis on ICMP Attack, TCPSync Attack, and UDP 

Attack. They analyzed these attacks inside the present 

dataset as well as in other available datasets. They then 

performed network packet classification employing MLP, 

Random Forest, and Naive Bayes algorithms. The 

accuracies obtained were 98.63%, 98.02%, and 96.91%, 

respectively. The researchers used Python Anaconda and 

Kappa statistic tools to confirm the acquired findings. In 

addition, in [48] the researchers use KDD99 dataset, 

produced by the Defense Advanced Research Projects 

Agency at his MIT Lincoln American Laboratory. After 

that, they performed a network package classification 

employing SVM, and Naive Bayes, the obtained accuracies 

were 99.68%, 92.34%, respectively. the researchers used 

Python were used to implement the model. NumPy and the 

sklearn libraries are included in the Python packages. 

 

K-nearest neighbor algorithm in digital forensics 

The K-Nearest Neighbor KNN algorithm is a 

straightforward and efficient machine learning algorithm 

widely used in several domains, particularly for data 

classification. This technique operates on the fundamental 

concept of "similarity implies proximity", in which an 

unclassified point inside a certain domain is categorized 

based on the classification of nearby points [49]. 

KNN is founded on a straightforward principle: while 

attempting to determine the class of a new point, it is logical 

to examine the points in close proximity to it. The "K" in K-

Nearest Neighbor denotes the quantity of neighbors 

employed in the categorization procedure. For instance, 

when K is equal to 5, the new point will be evaluated and 

ranked according to the viewpoints of the five nearest 

points. Dimension scales, such as the European Dimension 

Scale, are utilized for quantifying the distance separating 

various points. The closest neighbor technique is easily 

comprehensible and well-suited for several circumstances, 

particularly when dealing with limited and straightforward 

data. Nevertheless, one may face difficulties when handling 

extensive data sets or when there is an unbalanced 

distribution of effects across classes. the authors in [50] 

building a machine learning approach using KNN and 

gaussian SVM to investigate mobile sensors dataset 

collected through a Matlab App. the accuracies obtained 

were 81% with KNN and 78% with Gaussian SVM. 

 

Support vector machine algorithm in digital forensics 

The Support Vector Machine (SVM) is a very effective 

technique in the field of machine learning, commonly 

employed for tasks including classification and predictive 

analysis. The primary purpose of SVM is to address 

problems with classification, however, it may also be used 

to other tasks such as numerical analysis and temporal 

analysis. In general, the primary objective of the SVM 

method is to identify a linear separator that effectively 

distinguishes between two sets of data. The interval is 

chosen to minimize the margin, which is the shortest 

distance between the interval and the closest point of each 

class. Support Vectors are the chart points that are closest to 

the break and play a crucial role in deciding the break [51].  

In addition, SVM incorporates several kernels to facilitate 

the transformation of data into a higher-dimensional space, 

enabling the identification of nonlinear separations. Once 

the model has been trained using the data, it may be 

employed to categories additional, unclassified data points. 

Furthermore, this algorithm offers the benefit of effectively 

managing data sets with a large number of dimensions and 

the capability to handle data that is not linearly separable. 

Nevertheless, some factors, such as kernel adoption and the 

assignment of the aggregate parameter value, need 

meticulous adjustment in order to achieve the best 

performance possible. To summaries, the SVM method is a 

potent tool in machine learning, applicable in several 

domains, particularly when classifying sophisticated and 

multidimensional data is required. In [52] the authors the 

authors build ML framework employing SVM and 

Convolutional Neural Networks (CNN) in deepfake 

detection using 140k real and fake faces collected from 

Kaggle. The classification accuracies obtained were 81.69% 

with SVM and 88.33% with CNN. Furthermore, the authors 

in [53] the authors employed trained SVM in classifying 

MySQL and PostgreSQL datasets collecting a total of 500 

memory snapshots for each DBMS. SVM has applied for 

both datasets and its classification accuracy was 92% 

classifying MySQL dataset and 90% classifying 

PostgreSQL dataset. The researchers used the Python based 

Pandas, scikit-learn and Seaborn libraries for visualize and 
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framing the used datasets. Moreover, in [54] the authors 

conducted a comparison between the framework utilizing 

Support Vector Machines (SVM) for binary classification 

and the Xception and CNN+RNN models as deep feature 

extractors in the detection of deepfake videos. The 

evaluation was performed on the FF++ dataset, which 

consists of 1000 original video sequences that were 

manipulated using four automated face manipulation 

methods: Deepfakes, Face2Face, Face Swap, and Neural 

Textures. The use of handcrafted features with SVM yields 

a maximum accuracy of 74.26%, which decreases 

considerably to an average of 56% in the presence of 

mismatches between the training and test sets. Although 

deep features extracted using CNN perform exceptionally 

well, with accuracy rates over 99% when the data comes 

from the same sub-dataset, the performance significantly 

decreases when there is a mismatch between the training 

and test sets. 

 

Principal component analysis algorithm in digital 

forensics 

Principal components analysis (PCA) is a crucial method 

utilized in the fields of data analysis and dimensionality 

reduction. (PCA) is employed to perform a linear 

transformation on a group of variables that are 

intercorrelated. This transformation results in a new 

collection of variables known as principal components. The 

objective of PCA is to ensure that these components capture 

as much variation as possible from the original data. The 

primary objective of (PCA) is to decrease dimensionality, 

enabling the retention of maximum information while 

employing a reduced number of variables [55]. The efficacy 

of PCA is ascribed to its capacity to discern prominent 

patterns of variability in data, hence facilitating a clearer 

comprehension of the data's structure and offering a more 

complete perspective on the interrelationships between 

variables. (PCA) is widely employed in several domains like 

image analysis, signal processing, and economic data 

analysis. Its application in these sectors greatly enhances the 

comprehension and examination of vast and intricate 

datasets. The researchers in [56] showed that how PCA for 

dimensionality reduction affected improve in classifying 

1403 samples of various repositories like virus dataset 

collected from Github, and the Canadian Institute of cyber 

security using several machine learning classifiers. the 

accuracy of employed classifiers for naive bayes (76%), 

Bagging Decision Tree (68%), SVM (76%), Logistic 

Regression (69%) and KNN (76%) has been raised to 77%, 

76%, 78%, 75% and 80% respectively after using PCA. the 

researchers used the google Colab platform for 

implementing the logistic regression using the sklearn kit. 

and used Numpy and Pandas packages for implementing the 

mathematical approach. Furthermore, the authors in [57] 

employed KNN and density-based algorithm and random 

forest in classifying 25 clusters of ransomwares with several 

different family variants using PCA for feature extracting 

and dimensionality reduction. The results obtained 98% for 

KNN and density based and 99% for random forest. The 

researchers used Python programming language under the 

Jupyter platform for implementing their model codes. In 

additional, in [58] employed seven machine learning 

classifiers (Naïve Bayes, SVM, Decision, Random Forest, 

KNN, Nearest Centroid and Gradient Boost) in classifying 

29,797 samples of Portable Executable (PE) malware 

collected from various sources including files from 

Windows installation. The best obtained accuracy was with 

Random Forest with PCA as dimensionality reducer reached 

99.41%. For running the experiments, the researchers use 

Python. 

 

K-means algorithm in digital forensics  

The "K-Means" algorithm is a well-known algorithm in the 

domain of machine learning and data segmentation. This 

method is mostly employed in the domain of data analysis 

and comprehension of its diverse structures [59]. In general, 

the fundamental purpose of the K-Means method is to 

divide a collection of data points into distinct subsets, 

sometimes referred to as "clusters". The objective of this 

division is to identify the centroids of clusters in order to 

minimize the average distance between points within each 

cluster. The procedure of verifying points and establishing 

cluster centroids is iterated until a satisfactory balance is 

achieved between the cluster point distances and the cluster 

centre distances. K-Means is a very efficient technique for 

data analysis that finds extensive use in several domains, 

including data exploration and categorization [60]. In 

addition, the primary purpose of this algorithm is to 

streamline the task of categorizing and arranging a 

collection of information, allowing for the identification of 

patterns and a deeper comprehension of their underlying 

structures. the authors in [11] the authors employed K-means 

and k-medoids algorithm for clustering 1,000 documents of 

crime reports collection from housebreaking crime reports 

from 2010 to 2013 including both local and online 

repositories. The best performance accuracies obtained for 

used algorithms were 86% for k-means and 87% for k-

medoids. The researchers used w RapidMiner to conduct the 

experiments. 

Table 2 includes a summary of the mentioned studies and 

the main findings that researchers reached during their 

application of the aforementioned algorithms to data in the 

field of digital forensics. 

 
Table 2: Summary of selected Machine Learning Algorithms in various Digital Forensic types 

 

Ref. Year DF Phase DF type 
ML 

algorithms 
Main Findings 

[46] 2023 Analysis 
Networking 

Forensic 

Naïve Bayes, 

KNN, 

Random 

Forrest 

Engaging in research on Software-Defined Networking (SDN), 

investigating a dataset that covers a wide range of network traffic 

patterns, with grammatical evolution as the classification mechanism. 

[47] 2022 
Analysis 

and investigate 

Networking 

Forensic 

Naïve Bayes, 

NLP, RF 

Design methods of dead/live forensic acquisition and analysis 

within/outside the ICMP Attack TCP Sync Attack, UDP Attack, and 

/designed a digital forensic triage for the examination and partial analysis 

of in the cloud computing systems. 

[48] 2022 Analysis 
Networking 

Forensic 

Naïve Bayes, 

SVM 

Develop an advanced network intrusion detection system that use 

ML classifiers to identify and differentiate among malicious and non-
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malicious network packets. 
[49] 2022 Investigate Video Forensic KNN, SVM Building a ML approach for investigating crime scenes in mobile phones. 

[52] 2023 Analysis Image Forensic SVM, CNN 
Developing a specialized deepfake detection algorithm that specifically 

targets the identification of deepfakes in images. 
[53] 2023  Database Forensic SVM memory snapshot prediction framework using trained ML method 

[54] 2022 Analysis Video Forensic SVM, CNN 

Confirm that the efficacy of handcrafted features may decrease to some 

extent due to differences between the training and test datasets. Deep 

features are highly effective when the data originates from the same sub-

dataset. The accuracy significantly decreases when there is a discrepancy 

between the training sets and test sets. 

[56] 2023 Investigate Malware Forensic PCA, KNN 

Reducing the dimensions Emphasizing significant and crucial qualities 

from the training data set also aids in identifying linear combinations that 

can serve as countermeasures. Issues related to multicollinearity 

[57] 2022 
Analysis 

and investigate 
Malware Forensic 

PCA, 

K-Means 
Detecting zero-day attacks using ML approaches and feature engineering. 

[58] 2023  Malware Forensic PCA 
Static malware detection framework by mining DLLs, and API calls from 

each DLL using ML approach and feature selecting. 

[59] 2022 

Analysis, 

Investigate, 

Reporting 

Forensic linguistics K-Means 

In document clustering, the performance of the k-means algorithm relies 

on the number of starting clusters, which may be determined by 

employing the elbow approach to get the optimal cluster number. 

 

Machine learning challenges in digital forensic 

The domain of digital forensics encounters serious 

challenges in comprehending and interpreting the outcomes 

of intricate algorithms employed for examining medical 

data. This is explained by the complexity of these models 

and understanding their decision process. The question 

arises, how to communicate these results in a logical and 

understandable way for forensic specialists and legal 

institutions. An integrated approach of medical knowledge 

in conjunction with technical competence is required to 

enhance the expert’s interaction with these algorithms 

within a framework of digital forensics. This method should 

find the right compromise between model complexity and 

understandability [62]. 
Since digital forensics is about handling confidential and 

personal data of patients, this domain is closely connected 

with the issues concerning security and privacy 

protection. This assignment involves reaching a subtle 

balance between accessibility of medical data and protecting 

it from unauthorized use. Strict security protocols and data 

encryption must be introduced adhering to health privacy 

laws as well. It is necessary to address the challenges that 

could arise in case of increase cyber threats, and forensic 

medical systems are under attack. Due to the development 

of technology, it is paramount in improving security policies 

and strategies that will be used as access control methods 

since data can never remain static [63]. 

An important factor in the successful implementation of 

machine learning algorithms within digital forensics is 

variability. This issue refers to divergences that can appear 

in the quality of data used for model training because there 

may be biases or inconsistencies within the dataset. It may 

lead to insufficient improvement of model performance due 

to the fact that algorithms efficiency depends on how good 

and diverse data used for their training. In this case, it is 

essential to achieve the right balance in terms of collecting 

and using data keeping regional cultural differences as well 

as demographic divergence into account so that all groups 

are represented fully and fairly. These problems require care 

and thoroughness in the choice and preparation of data, as 

well as correction methods to ensure that models are quality 

ones which can work with many cases presented by forensic 

medicine [64]. Table 3 includes the challenges facing the 

selected algorithms in the field of digital forensics from the 

studies reviewed in Section 8. 

 
Table 3: Mahine Learning Challenges in Digital Forensic 

 

Ref. MLs Challenges Description 

[46] NB 
Assumption of 

Independence 

Data in digital forensics is not often characterized by the independence of the features that the NB 

algorithm always relies on, which leads to a decrease in the accuracy of its performance. 

[49] KNN 
high-dimensional 

data 

KNN algorithm is inefficient in dealing with large-dimensional data, such as forensic data, which is 

sometimes characterized by a large number of features. 

[52] SVM Imbalanced Datasets 
SVM has difficulties dealing with the imbalanced data set that occasionally characterizes digital forensic 

data. 

[58] PCA 
Assumption of 

Linearity 

The relationships between digital forensic data may be non-linear and therefore may not fit the linearity 

assumption of PCA algorithm, thus affecting its analytical performance of the data. 

[56] K-

Means 

Handling 

Categorical Data 

The structure of digital forensic data may be categorical rather than numerical, and thus it takes more time 

to transform the data into a structure that is compatible with the mechanism of the K-Means algorithm. 

 

Discussion and Conclusion 

Digital forensic investigators have been able to a large 

extent to analyze heterogeneous data and uncover the facts. 

But the information development taking place in the world 

has led to the emergence of new challenges that require the 

use of automation and machine learning techniques to come 

up with more accurate and faster decisions and analyses, 

which facilitates investigation processes for investigators 

and the court. Consequently, this paper has present the 

application of five ML algorithms to tackle digital forensic 

challenges, e.g., NB, KNN, SVM, PCA, K-Means. Based on 

the proposed reviewed papers been concluded that each of 

KNN and NB support network forensics. while the SVM 

and PCA are the best possible practices to be implemented 

in an image forensics investigation. In contrast K-Means has 

significant classification performance on language forensic 
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databases. Finally, Despite the progress achieved in 

investigations into various types of digital forensic 

evidences using ML mechanisms, there are still some 

limitations that accompany these mechanisms, such as the 

size and accuracy of the data, the possibility of penetrating 

ML systems, the complexity of some ML models, and the 

sensitivity of dealing with confidential and sensitive 

information. 
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