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Abstract 
Efforts to control or stop illegal Artisanal Small-Scale Gold Mining (ASGM) in Ghana, which is 
causing significant environmental degradation, have faced numerous challenges because these illegal 
activities are carried out in remote areas, inaccessible by the current practice of using 4WD vehicles or 
trekking by foot. This paper sought to assess the suitability of using an Unmanned Aerial Vehicle 
(UAV) to capture the locations and features of all ASGM sites and use a Convolutional Autoencoder 
(CAE) to classify the defined sites into legal and illegal ASGM sites. The classification process used by 
the CAE involved three main stages, namely encoding, latent space learning, and decoding. The 
encoder accepts the UAV captured images as input, processes the input images to extract salient 
features and the decoder decodes the salient features to reconstruct the input image and define a site as 
an ASGM site. To classify a defined ASGM site as legal or illegal, a python program was integrated 
into the CAE which makes use of known point coordinates of all legal ASGM sites. A site is flagged as 
illegal if its point coordinates do not match those in the legal ASGM sites database, otherwise, it is a 
legal site. The performance of the CAE was measured using the following performance metrics: 
accuracy, precision, recall, and FI-score. The results of the CAE proved superior giving a classification 
accuracy of 97.52% when compared with the results obtained from other classification algorithms, 
namely Random Forest (RF) and Support Vector Machine (SVM) with 93.23% and 95.66% 
respectively. In this paper, it has been demonstrated that UAVs can be used to capture the locations and 
features of all ASGM sites, which otherwise would have been inaccessible by the use of 4WD vehicles 
or trekking, and classify the captured location into legal and illegal ASGM sites using a CAE, to 
facilitate the control and prevention of illegal ASGM in Ghana. 
 

Keywords: artisanal small-scale gold mining, convolutional autoencoder, image classification, 

unmanned aerial vehicle, convolutional neural network 

 

1. Introduction 
Artisanal and Small-Scale Gold Mining (ASGM) in Ghana is an old vocation that has 
intensified in the last decade. This is largely attributed to the relatively high demand for gold, 
employment opportunities, and the economic benefits derived from the ASGM sector (Aryee 
et al., 2003; Hilson and Potter, 2003; Owusu-Nimo et al., 2018) [19, 5, 29]. ASGM operations 
have evolved from the use of rudimentary tools such as pickaxe, hammer, shovel, and chisel 
(Thomas et al., 2002; Hilson, 2009; Bansah et al., 2016a) [33, 18] to the use of heavy mining 
equipment such as bulldozers, excavators, crushers, and processing plants (Bansah et al., 
2016b; Bansah et al., 2018) [7, 6]. Largely characterised by the lack of long-term planning, use 
of inappropriate mining methods, and total disregard for the environment, ASGM has led to 
significant environmental degradation (Kusimi et al., 2014) [23]. 
Of particular interest is illegal ASGM popularly known in the local parlance as “Galamsey”, 
which has become a nuisance as its activities can be directly linked to very destructive 
impacts on rivers and other water bodies (Mantey et al., 2017; Owusu-Nimo et al., 2018; 
Bansah, 2019) [26, 29], as well as agricultural lands and forest reserves (Ontoyin and 
Agyemang, 2014; Owusu-Nimo et al., 2018) [29]. It is now the policy of the Government of 
Ghana to stop illegal ASGM. Unfortunately, these activities are carried out in remote and 
inaccessible areas making it difficult to locate and stop them. This is because the current 
methods employed to gain access to these illegal sites include the use of 4WD vehicles 
and/or trekking which have been ineffective. Identifying the locations of illegal ASGM sites 
quickly would be the first logical step of overcoming the problem of inaccessibility and thus 
be able to control and prevent the practice. 
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This paper seeks to assess the suitability of deep feature 

learning techniques of AutoEncoders (AEs) to analyse UAV 

captured images of ASGM sites and subsequently classify 

them into legal and illegal ASGM sites. The present study 

thus leverages the capability of a Convolutional 

AutoEncoder (CAE) as a powerful feature extraction tool to 

learn highly descriptive feature representations of objects of 

interest contained in the UAV images. The main 

contribution of this approach is to bring to bear, and 

advance research in, CAEs as a modern image classification 

approach in heterogeneous environments such as ASGM 

sites. 

 

1.1 Feature Extraction using AutoEncoders 

AEs have gained a lot of popularity in recent times with 

published research works in computer vision and object 

detection. Yousefi-Azer et al. (2017) [38] proposed an 

unsupervised deep feature learning technique based on AEs 

for malware classification and network-based anomaly 

detection. Experimental results of their model architecture 

showed improvements in malware classification and 

detection of network-based anomaly intrusions of 97.38% 

compared to other traditional techniques. A feature 

extraction approach using stacked AEs in hyperspectral 

imaging to detect phenome state was proposed by Zabalza et 

al. (2016) [39]. A significant reduction in complexity and an 

improved efficacy rate of data abstraction and classification 

accuracy proved that their approach achieved a 96.87% 

classification accuracy. Zhang et al. (2018) [42] proposed a 

deep sparse AE for extracting deep feature representations 

for fault diagnosis. After carefully studying the input vectors 

to learn highly descriptive features of the images, the results 

showed that their approach achieved an accuracy rate of 

99.3% of locomotive adhesion diagnosis state. In Gao et al. 

(2019) [15], a contractive stacked AE was proposed for data-

based fault diagnosis. The stacked AE experimented on the 

Case Western Reserve University dataset produced a 

classification accuracy of 97.82%. Similarly, Zhang et al. 

(2019) [41] used stacked sparse AE to monitor in real-time 

high power disk laser welding statuses. The results proved 

that their approach achieved a higher classification accuracy 

of 96.68% and stronger robustness in monitoring welding 

status as compared to Support Vector Machine (SVM) and 

Random Forest. In the work of Supratak et al. (2014) [32], the 

authors tested the suitability of an unsupervised deep feature 

learning algorithm based on stacked AEs to automatically 

learn feature representations from Electroencephalography 

(EEG) data to design patient-focused seizure detectors. The 

experiments carried out by using a labeled dataset from the 

CHB-MIT database proved that all of the test seizures 

detected a mean latency rate of 3.36 seconds and a low false 

detection rate. Li et al. (2016) [25] compared Stacked AE to 

Fisher’s ratio and Principal Component Analysis (PCA) to 

extract deep feature representations to predict the existence 

of telecommunication churns. The experimental results 

proved that the average runtime of stacked AE was about 2 

hrs while the average runtime of Fisher’s ratio analysis was 

well over 7 hrs. Wetzel (2017) [35] employed conventional 

AE and variational AE to learn deep features of latent 

parameters. Results from this study showed a significant 

improvement of 95.68% classification accuracy over other 

image classifiers. Latif et al. (2017) [24] presented the use of 

variational AE to extract deep feature representations from 

speech signals and classify human emotions from the 

learned representations. The results showed that their 

technique yielded a classification accuracy of 64.86%. 

Although AEs have been applied in numerous domains, 

their application as a classification tool in ASGM remains 

underexplored. Hence, assessing the applicability and 

performance of AE as a classifier for legal and illegal 

ASGM site detection has some scientific value worth 

investigating. 

 

2. Resources and Methods Used 

2.1 Study Area 

Tarkwa-Nsuaem Municipality, located in the Western 

Region of Ghana (Fig. 1) was selected as the study area for 

this research. The Municipality represents one of the largest 

active gold mining enclaves in the country, thereby 

presenting a vast concentration of ASGM activities. In 

addition to legal ASGM which is sanctioned by the Small-

Scale Gold Mining Law PNDCL 218 of 1989 and the 

Minerals and Mining Act (2006), the Municipality is replete 

with illegal ASGM activities which have resulted in 

significant environmental degradation. The locations of 

most of these illegal ASGM sites are inaccessible thus 

making the study area suitable for this research. 

 

2.2 Resources Used 

A DJI Phantom 4 UAV equipped with a digital camera of 

resolution 4000 × 2250 pixel and a Field of View (FOV) of 

70o was used to capture the aerial images of the ASGM sites 

at different altitudes and orientations. The UAV has a 

maximum flight time of approximately 30 minutes. 

A Dell G5 15 laptop with Intel Core i7 (3.1 GHz base 

frequency, 6 cores) was used to train the CAE model. The 

system is a CUDA-capable device and runs on Windows 10 

Professional operating system. It features an NVIDIA 

GeForce RTX 1060 (10GB GDDR5 Dedicated) and 64GB 

RAM with a 128-bit interface. Python programming 

language was used and anaconda jupyter notebook was the 

model development environment. For the experiments, 

Keras (Chollet, 2015) [11] deep learning library running on 

TensorFlow v1.12.0 (Abadi et al., 2016) [1] backend was 

also used. 
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Fig 1: Map of Study Area 

 

2.3 Methods Used 

The study was implemented according to the following 

steps. Aerial data of the various ASGM sites was captured 

using a UAV as the first step. Data analysis which included 

image pre-processing and data augmentation followed next. 

Training of the CAE model was the last stage. Details of 

each of the implementation phases are discussed in the 

following subsections. 

 

2.3.1 Flowchart of the ASGM CAE 

The flowchart for the implemented CAE is shown in Fig. 2. 

The dataset applied in the first step involved the collected 

aerial images of the various ASGM sites which were 

captured with UAV. The images were pre-processed using 

the Contrast-Limited Adaptive Histogram Equalization 

(CLAHE) (Zuiderveld, 1994; Jintasuttisak and Intajag, 

2014) [45] to make them ready for the ASGM CAE model 

ahead of training. The data set was split into two sets: 

training and validation. The training set was used to train the 

model with the validation set used to evaluate the trained 

model’s generalisation using its classification accuracy. The 

model was optimised after several iterations to boost its 

performance. Accurate classification is achieved when the 

images being validated against the trained model belong to 

the right class. 
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Fig 2: Flowchart of the CAE 

 

2.3.2 Data Acquisition 

The DJI Phantom 4 UAV equipped with a Global 

Navigation System (GNS) was used for the data collection. 

As shown in Fig. 3, the still photography mode of the UAV 

camera was used even though there was a live video stream 

option. Four automatic flight plans were performed using 

the UAV at two different altitudes (i.e., 100, and 150 

meters). The images were captured between 12th and 16th 

October 2020 between the hours of 11:00 am to 2:00 pm 

each day when the weather was fine with minimal cloud 

cover and the wind speed was around 2 m/s. Table 1 shows 

the various flight plans undertaken by the UAV.  

 

 
 

Fig 3: The DJI Phantom 4 UAV used for Data Collection 

Table 1: Flight Details for the Two Flight Altitudes 
 

SN Parameters 100m 150m 

1 Speed (m/s) 2 2 

2 Shooting Angle 67o 67o 

3 Front Lap 75% 75% 

4 Side Lap 75% 75% 

5 Resolution (cm/px) 1.78 2.03 

6 No. of Flights 4 4 

7 Total Flight Duration 1hr 45 mins 1hr 35 mins 

8 Number of Images Collected 1 926 1 874 

 

2.3.3 Data Pre-processing  

Image preprocessing was the initial phase of the image 

classification process. Image preprocessing reduces 

irrelevant information contained in the images as well as 

improving the proportion of effective information. It further 

enhances the contrast of images. For this study, some of the 

captured UAV aerial images were exposed to excessive 

shadow at the edges due to cloud cover. To ensure that the 

above problem does not affect the training results of the 

CAE, the study adopted the Contrast-Limited Adaptive 

Histogram Equalization (CLAHE) (Zuiderveld, 1994) [45] as 

its image pre-processing technique to improve image 

contrasts. This is carried out by computing several 

histograms that make up the various sections of the image 
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and reallocates the luminance values across the entire 

image. The adopted CLAHE was adopted because it 

presents two main sub-sections namely: Block Size (BS) 

and Clip Limit (CL). In this case, the BS and CL were used 

to control the quality of the images produced during the 

optimization process. When the illumination rate of an 

image was too high, it meant that the CL values had 

increased because input images generally have low-intensity 

values and a larger CL flattened the histogram values. The 

CLAHE pre-processing technique is presented according to 

the following phases: 

Phase 1: The original input image was divided into several 

non-overlapping background region proposals. The total 

number of image tiles presented was equal to M × N and 8 × 

8 which was a good value to preserve the most 

representative image features contained in the images. 

Phase 2: The histogram of the background region proposals 

contained in the input image was calculated according to the 

total number of gray levels in the image. 

Phase 3: The contrast histogram of the background region 

proposal presented by the CL value was computed in eqn. 

(1) as: 

 

( )avg

gray

MrX MrY
M

M




 (1)  

  

where  is the average number of pixel values,  is 

the total number of gray levels contained in the background 

region proposal, MrX and MrY represent the total number 

of pixels contained in the X and Y dimensions found in the 

background region proposal. 

The CL was computed in eqn. (2) as: 

 

CL clip avgM M M 
 (2) 

 

Where  is the original CL,  represent the 

regularized CL within the range of (0, 1)? In the event 

where the number of presented pixels was far greater 

than , the pixels were clipped. The number of clipped 

pixels was defined as Mclip, with the average number of 

remaining pixels awaiting distribution to each gray level 

expressed in Eqn. (3) as: 

 

 (3) 

 

To have a fair understanding of the histogram clipping rule, 

the following statements were made in Eqns. (4, 5 and 6) as: 

 

 
 

 (4) 

 

 
 

 (5) 

 

 (6) 

 

Where  (i), (i) represents the original and  

clipped histograms located in each region proposal found at 

the i-th gray level. 

Phase 4: Reorganize the remaining pixel values until all of 

them have been distributed. The redistribution of the pixel 

values is expressed in Eqn. (7) as:  

 

Step =  (7)

  

Where  represent the total number of clipped pixels. 

The program began by searching through the entire image 

array to identify the minimum to maximum gray level 

values. The program then redistributed each pixel value to 

the gray level when the obtained number of pixels in the 

gray level was less than . In the case where the 

remaining pixel values were not entirely distributed before 

the search ends, the program computes a new step as shown 

in Eqn. (7) and then commences a new search by looping 

through the entire dataset until all pixels were distributed. 

Phase 5: Rayleigh transform was employed to improve the 

intensity values of each image background region proposal. 

By this, the clipped histogram was transformed to a 

cumulative probability represented as , which was 

then used to create a transfer function. The Rayleigh 

transform function is represented in Eqn. (8) as:  

 

 (8) 

 

Where ymin is classified to be the lower bound value of each 

pixel and α is a scaling parameter of the Rayleigh 

distribution. The output probability density value for each 

intensity of an input image was represented in Eqn. (9) as: 

 

 (9) 

 

The result showed that an improved α value produced a 

significant contrast enhancement of the images. 

 

Phase 6: The output of the Rayleigh function specified in 

Eqn. (9) was re-scaled using a linear contrast stretch which 

was expressed in Eqn. (10) as: 

 

  (10)

  

Where N(i) denotes the input data value obtained from the 

Rayleigh function and  represents the 

minimum and maximum values presented by the Rayleigh 

function.  

During the pre-processing phase, the images were resized 

and converted to grayscale with pixel values ranging from 0 

to 255 with a dimension of 28 x 28.  

 

2.3.4 Data Augmentation 
Data augmentation is an important feature in machine 
learning as it adds more variation to the data in the database 
and enhances model performance. Mikołajczyk and 
Grochowski (2018) [28] described data augmentation as the 
process of increasing the total number of images in the 
dataset by applying several augmentation techniques to the 
original images. In this paper, four augmentation techniques 
namely; 900 rotation, shear, saturation, and blur were 
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randomly applied to the original images in the dataset. 
During the data augmentation phase, duplicates of the 
original images were created. After which a total of 15 200 
images were identified in the dataset.  
 
2.3.5 Dataset Construction 
The dataset contained 15 200 unannotated aerial images 
which were divided into six classes namely; excavators, 
sluice board, trucks, persons, tailings dump, and crusher. 
The main task here was to reconstruct and classify aerial 
images captured at ASGM sites. Specifically, the task was 
to train the CAE that uses unsupervised learning on 
unannotated images. The images were then resized to the 
pixel size of 28 × 28 before been fed into the neural network 
to commence training. 
 
2.3.6 Data Splitting 
The dataset (D) was divided into two parts: a training set to 
train and find optimal model parameters and a validation 
set, to validate and measure the generalisation capability of 
the model (Fig. 4). The percentage ratio data split of 80/20 
was chosen because improper splitting can cause high 
variation and bias in the model results. According to Inyaem 
(2018) [21], the 80/20 dataset split produces the best possible 
outcome on any data set. The training set contained 12 160 
(80%) data samples and the validation set had 3 040 (20%) 
data samples. Thus, the performance of the proposed model 
will be assessed on 20% of data that was not used during the 
training phase, inversely, this data has never been exposed 
to the model. This ensures an equitable review of the model. 
The object class distribution of the images in the dataset is 

shown in Fig. 5. Two variable labels were then created 
namely, x_train which held the training input dataset was set 
to 0 and y_train which held the validation dataset was set to 
1. The pixel values of the training dataset were then rescaled 
in the range 0 to 1 inclusive for purposes of this study. This 
rescaling was necessary because it created consistency in 
data variability and improved the convergence speed of the 
algorithm. With RGB, 256 colors were contained in each 
channel, hence the input and output were bounded for each 
pixel equivalent to a minimum and maximum values of 0 
and 1. 

 

 
 

Fig 4: Training and Validation Sets 

 

 

 
 

Fig 5: Object Class Distribution in the Dataset 

 

2.4 Proposed CAE Structure 

Autoencoder is an unsupervised machine learning technique 

that considers an input image and tries to reconstruct it back 

to the original input image. The CAE is a type of CNN that 

tries to reconstruct an input image patch at the output. The 

design of a CAE is made up of a balanced framework that 

contains two main phases, namely the encoding phase and 

the decoding phase. The encoding phase denotes half of the 

network, which includes convolution and max-pooling 

layers. On the other hand, the decoding phase denotes the 

other half of the network which is concerned with 

reconstructing the input image patches from the small-sized 

data representations which is made up of deconvolution and 

upscaling layers (Dolgikh, 2018) [14]. To achieve efficient 

feature learning, this paper seeks to leverage for the first 

time the capabilities of a CAE to classify legal and illegal 

ASGM sites from UAV captured images. The main goal for 

adopting CAE is its efficiency in quickly learning the deep 

feature representations of an input image by following a 

particular distribution pipeline. This approach proved the 

effectiveness of the CAE, especially when hidden feature 

representations follow a defined Gaussian distribution 

channel. The strength of the CAE has further been echoed in 

the literature that during the training phase, the CAE system 

has no control over the learning of feature representations 

located in latent space. This means that each distribution 

channel captures a particular representative feature from the 

input image. Since the main goal here is to classify deep 

feature representations located in the hidden layers of the 

model, each class in the dataset was forced to pursue a 

defined Gaussian distribution. Moreover, to ensure that the 

model classifies accurately, the distributions are separated 

from one another. The upper shape of a CAE as shown in 

Fig. 6 depicts a typical structure of the proposed CAE which 

regenerates the input image. 
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Fig 6: Structure of the Proposed CAE 

 

2.4.1 CAE Architecture 

The proposed CAE is aimed at predicting high-resolution 

images from low-resolution images provided as input. It was 

implemented by applying the following neural network 

layers as shown in Table 2 and 3 respectively. Two 

convolutional two-dimensional (Conv 2D) layers with 

output shape of (28, 28, 1) with a rectified linear units 

(ReLU) activation function (Clevert et al., 2015) [12] was 

added as shown in Eqn. (11). The two layers were 

distinctively stored in outer layer 1 to extract highly 

descriptive image features from the input image before 

focusing on the smaller feature maps. 

 

𝑦 = max(0, 𝑥) 
 (11) 

 

A Max-pooling layer, with an output shape of (14, 14, 64) 

was connected to the previous Conv 2D layers which 

reduced the dimensionality of the input images into smaller 

feature maps. A Dropout layer, with the shape of (14, 14, 

64), was employed to regularise the neural network layers 

which were being executed in parallel. 2D Conv layers were 

introduced and applied one after the other with the same 

output shape of (14, 14, 128). The layers were then 

calculated using the activation function expressed in 

equation (4.36), with their results stored in outer layer 2 to 

undergo further processing. Another Max-pooling layer with 

the output shape of (14, 14, 128) was then connected to the 

previous 2D Conv layers. 2D Conv layers with the output 

shape of (64, 64, 256) was introduced and applied after the 

earlier max-pooling layer.  

An UpSampling layer with the output shape of (14, 14, 128 

was then introduced and applied to the neural network to 

expand the small image map into larger maps. Two 2D 

Conv layers were applied one after the other with the same 

output shape of (14, 14, 64) using the activation function of 

ReLU as expressed in equation (4.36). An addition 

procedure was carried out on the earlier 2D Conv layer with 

the outer layer 2 and was stored to undergo further 

processing. An UpSampling layer with the output shape of 

(14, 14, 64) was again introduced and applied to expand the 

small image feature maps into larger maps. An additional 

two 2D Conv with the same output shape of (14, 14, 32) 

using the same activation function ReLU expressed in 

equation (4.36) were again applied one after the other. An 

addition operation was performed on the earlier Conv layers 

with the results stored in the output shape (28, 28, 16) to 

undergo further processing. The final layer of the CAE was 

applied to the 2D Conv layer with the output shape of (28, 

28, 1) to obtain the reconstructed image. The network 

architecture is shown in Fig.4.9 

 
Table 2: Network Parameters of the Encoder 

 

Layer Type Filters Stride Output Shape 

Input   28, 28, 1 

2D Convolutional 64 3 x 3/1 28, 28, 64 

2D Convolutional  3 x 3/1 28, 28, 64 

Max-pooling  2 x 2/2 14, 14, 64 

2D Convolutional 128 3 x 3/1 14, 14, 128 

2D Convolutional  3 x 3/1 14, 14, 128 

Max-pooling  1 x 1/1 14, 14, 128 

2D Convolutional 64 3 x 3/1 7, 7, 64 

 
Table 3: Network Parameters of the Decoder 

 

Layer Type Filters Stride Output Shape 

Up-sampling  2 x 2/2 14, 14, 128 

Convolutional (2D) 64 3 x 3/1 14, 14, 64 

Convolutional (2D)  2 x 2/2 14, 14, 64 

Up-sampling  1 x 1/1 14, 14, 64 

Convolutional (2D) 32 1 x 1/1 14, 14, 32 

Convolutional (2D)   14, 14, 32 

Add 16 2 x 2/2 28, 28, 16 

OutPut Layer  3 x 3/1 28, 28, 1 

 

2.4.2 CAE Training 

A two-stage approach was adopted to train the CAE namely, 

reconstruction and regularisation. In the reconstruction 

stage, the encoder and the decoder were trained to reduce 

the reconstruction loss in the neural network. The 

regularisation stage has two subsections: (i) the 

discriminator being the first subsection was trained to 

separate the results from the encoder and generate test 

samples from the known Gaussian distributions and (ii) the 

weights of the discriminator were fixed, and the encoder 

was trained to outwit the discriminator. Taking into 

consideration that the CAE can overfit the data, the dropout 

regularisation was employed in the dense layers of the 

neural network to monitor the generalisation performance 

on the validation set. The CAE was trained with stochastic 

gradient descent at momentum of 0.7 for 1000 epochs, and a 

learning rate of 0.001. The learning rate was chosen based 

on the learning rate range test.  

 

2.4.3 Pseudocode of CAE 

The proposed CAE pseudocode provided an overview of 

information flow to analyse the UAV images to ensure an 

effective classification. 
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Pseudocode 1 Process Flow for Image Classification 

1.  

2.  

3.  

4.  

5.  

6.  

7.  

8.  

9.  

10.  

 

11.  

12.  

13.  

14.  

15.  

16.  

Start 

Import libraries to be used using the import 

keywords; 

Assign variables with the ‘path’ variable appended 

with “legal_train and illegal_train/”; This contains the 

path to the legal and illegal sites train datasets; 

Input: Aerial_images; 

Resize each image to a 28 x 28 dimension; 

Convert the resized images into a “grayscale”; 

CAE.Init(); 

CAE.Train (Aerial_image_patch); 

W CAE.Hidden_layer_weights(); 

CAE.Init_convolution_kernel(W); 

maps CAE.Convolution(Aerial_image); 

Filters_maps CAE.Filter(maps); 

CAE.MaxPooling(Filters_maps); 

Image_featureCAE.Output(); 

Print the classification report of the testing_data using 

keras “classification_report” function; 

End 

 

2.4.4 One-Hot-Encoding 

To train the encoder head, the images in the dataset had to 

be segmented. To achieve that, a few dense or fully 

connected layers were added to the encoder part and the 

labels were converted into one-hot encoding vectors. 

According to Brett (2013) [9], Hackeling (2017) [17], and 

Russac et al. (2018) [37] in one-hot encoding, categorical 

data is always converted into a vector of numbers. The 

reason has been that machine learning algorithms 

experience challenges working with categorical data 

directly. To achieve that, one boolean column for each 

category or class was generated. For this study, the one-hot 

encoding was assigned a row vector for each image with a 

dimension of 1 × 2. The vector consisted of all zeros except 

for the class that it represented, for which it was assigned 1. 

 

2.4.5 Optimiser 

The CAE model was compiled using RMSProp optimiser 

(Hinton, 2012) [20]. RMSProp optimiser utilizes the 

magnitude of recent gradients to normalize the gradients. A 

moving average was always kept over the root mean 

squared (hence RMS) gradients, by which the current 

gradient was divided. Fine-tuning the hyperparameters at 

certain stages as part of the model training was necessary to 

improve the generalization capability of the CAE. To 

achieve this, a batch size of 64 was used in the training since 

the specification of the computer used in the training could 

only handle up to a batch size of 64.  

 

2.4.6 Reconstruction Loss Function  

To achieve an efficient image reconstruction, the loss 

function plays a crucial role. The reconstruction loss Rl is 

described as computing the difference between the input and 

reconstructed image using the mean squared error (MSE). 

The loss was computed after every batch between the batch 

of predicted output and the ground truth using the MSE, 

pixel by pixel. The MSE was expressed in Eqn. (11) as: 

 

2

1 1

ˆ( )
X Y

MSE mn mn

m n

l a a
 

 
 (11) 

 

Where X represents all the images contained in a particular 

batch, Y represents the total number of pixels contained in 

each input image, mna
denote the n th pixel value of the 

m th original input image, and 
ˆ

mna
denote the value of 

n th pixel value of the m th  reconstructed image. 

According to Zhao et al. (2016) [40], adopting the MSE loss 

function results in the generation of hazy reconstructed 

images with substantial loss of information from the original 

input images. To avert this problem, a CAE was introduced 

to learn highly descriptive UAV captured image features by 

optimising the Structural Similarity (SSIM) index in the loss 

function: SSIMl ,
ˆ( )mn mna a

= 1 – SSIM ,
ˆ( )mn mna a

. The 

optimisation of the SSIM loss function encouraged the CAE 

to adequately preserve the highly descriptive feature 

information in the image patches. The optimized SSIM loss 

function is expressed in Eqn. (12) as: 

 

ˆ ˆ ˆ ˆ( , ) [ ( , ) . ( , ) . ( , ) ]aSSIM a a l a a c a a s a a 
 (12) 

 

Where l(·), c(·), and s(·) in Eqn. (12) represent the 

brightness level, contrast, and structural comparison 

functions, whereas α, β, and γ denote the component 

weights. 

 

2.4.7 Freezing CAE Layers 

In the work of Goutam et al. (2020) [16], the authors affirmed 

that freezing some layers of a CAE during training prevents 

its weights from being modified as well as minimises the 

computational time for training the neural network. This 

technique is often used in transfer learning, where the base 

model (trained on some other dataset) is frozen. This 

completely avoids the backward pass to the layer which 

results in a significant speed boost. In this paper, the first 19 

layers of the model were set to false (frozen), which 

decreased the training time of the model as compared to 

fully training all the layers of the model as shown in Table 

4. 
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Table 4: Compilation of Weights of Encoder and Fully Connected Parts of CAE 
 

Autoencoder.get_weights () [0] [1] 

Array ([[[ -0.06961541, -0.13086976, 0.06880782, -0.17125794, 

 0.11113851, 0.06572483, 0.02621359, -0.05917768, 

 -0.11628202, 0.09554031, -0.07953136, 0.027147768, 

 0.04537337, 0.14425784, -0.10137215, -0.02907431, 

 -0.0734989, 0.13339205, 0.03168559, -0.07791986, 

 0.01853126, -0.08251979, 0.15800025, -0.09370226, 

 -0.06152673, -0.03043551, -0.13401306, -0.07720321, 

 0.33415118, 0.0556346, 0.0748269, 0.07720321]], 

[[ 0.3960594, 0.10101996, 0.14296336, -0.17684872, 

 -0.02469493, 0.09734134, -0.14296336, 0.16751678, 

 -0.11488952, 0.131156705, 0.00483114, -0.03776508, 

 -0.22710389, -0.1151738, 0.20672224, -0.08622494, 

 -0.0962623, 0.111811011, 0.16107674, -0.15987864, 

 0.0660238, -0.05852052, 0.08559294, -0.16740653, 

 
-0.09856632, 0.01963332, -0.16328155, -0.08238394, 

 0.01267421, -0.12417085, 0.0748269, 0.19871375]], 

[[ -0.04455828, -0.17048655, -0.20608611, -0.09370429, 

 -0.09502622, 0.08972999, 0.06537726, -0.03650601, 

 0.15058747, 0.22072856, 0.18455137, 0.0362407, 

 -0.04140273, 0.00323136, -0.01676794, 0.11073503, 

 -0.08076645, 0.12683366, 0.25174496, 0.09826355, 

 0.060144, -0.13479899, -0.02915362, 0.06155493, 

 -0.15445675, -0.13378724, -0.16701058, -0.1683176, 

 -0.04121149, 0.00905693, -0.10834365, 0.04149643]]], 

dtype = float32) 

Full_model.get_weights () [0] [1] 

Array ([[[ -0.06961541, -0.13086976, 0.06880782, -0.17125794, 

 0.11113851, 0.06572483, 0.02621359, -0.05917768, 

 -0.11628202, 0.09554031, -0.07953136, 0.02714772, 

 0.04537337, 0.14425784, -0.10137215, -0.029074991, 

 -0.0734989, 0.13339205, 0.03168559, -0.07791986, 

 0.01853126, -0.08251979, 0.15800025, -0.09370226, 

 -0.06152673, -0.03043551, -0.13401306, -0.13140804, 

 0.33415118, 0.0556346, 0.17088927, 0.07720321]], 

[[ 0.3960594, 0.10101996, 0.14296336, -0.17684872, 

 -0.02469493, 0.09734134, -0.18198167, 0.16751678, 

 -0.11488952, 0.13156705, 0.00483114, -0.03776508, 

 -0.22710389, -0.1151738, 0.20672224, -0.08622494, 

 -0.962623, 0.11181011, 0.16107674, -0.15987864, 

 0.0660238, -0.05852052, 0.08559294, -0.16740653, 

 -0.09856632, 0.01963332, -0.16328155, -0.08238394, 

 0.01267421, -0.12417085, 0.0748269, 0.19871375]], 

[[ -0.04455828, -0.17048655, -0.20608611, -0.09370429, 

 -0.09502622, 0.08972999, 0.06537726, -0.03650601, 

 0.15058747, 0.22072856, 0.18435137, 0.0362407, 

 -0.04140273, 0.00323136, -0.01676794, 0.11073503, 

 -0.08076645, 0.12683366, 0.25174496, 0.09826355, 

 0.060144, -0.13479899, -0.02915362, 0.06155493, 

 -0.15445675, -0.13378724, -0.16701058, -0.1683176, 

 -0.04121149, 0.00905693, -0.10834365, 0.04149643]]], 

dtype = float32) 

 

3. Model Evaluation Metrics 
To evaluate the effectiveness of the CAE model, a 

comparative experiment was conducted between the CAE, 

Support Vector Machine (SVM) (Vapnik, 1998; Cortes and 

Vapnik, 1995) [34, 13] and Random Forest (Breiman, 2004) [8] 

respectively. In this paper, accuracy, precision, recall, and 

F1-score are the performance metrics used to assess the 

classification accuracy between the detection results and the 

ground truth test dataset. The metrics are computed in Eqns. 

(13) to (16), with a detailed description of the metrics found 

in the literature (Zhou et al., 2019; Zhang et al., 2018; 

Janssens et al., 2016; Chang et al., 2008) [44, 41, 42, 22, 10]. 

Accuracy is the most intuitive multiclass performance 

measure used for validating the performance of classifiers 

(Alsalem et al., 2018) [4]. It is the ratio of correctly predicted 

observations to the total observations. Accuracy was 

expressed in Eqn. (13) as:  

 

 (13) 

 

Precision measures the exactness of a classifier to correctly 

predict positive observations against the total predicted 

positive observations (Alsalem et al., 2018) [4]. It defines the 
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percentage of True Positive (TP) predictions among all 

other detections made by the system. The precision metric is 

computed in Eqn. (14) as: 

 

  (14) 

 

Recall measures the ratio of correctly predicted positive 

observations to all observations in the actual class (Alsalem 

et al., 2018) [4]. The recall is expressed as a fraction of 

positive instances that are correctly classified as computed 

in Eqn. (15) as: 

 

 (15) 

 

From Eqn. (15), when the total number of detected objects 

increased, the probability of correctly detected objects (TP) 

as well as the probability of falsely detected objects (FP) 

also increased, thus, the precision value is decreased. 

Inversely, increasing the number of detected objects 

decreases the probability of wrongly missed objects (FN), 

hence, the recall value also increases. This implies that the 

precision and recall are inversely proportional.  

 

The F1-score metric assesses the overall performance of a 

classifier as the harmonic mean of precision and sensitivity 

(Agaian et al., 2014) [2]. The metric is given by Eqn. (16). 

 

 (16) 

 

From Eqn. (16), it can be deduced that as both FP and FN 

approached zero, F1- score also approached unity.  

 

From the equations, True Positive (TP) represents the 

number of correctly detected objects by the neural network 

model, True Negative (TN) is the number of correctly 

missed objects. False Positive (FP) is the number of 

wrongly detected objects and False Negative (FN) is the 

number of wrongly missed objects. 

 

4. Results and Discussion 

4.1 Comparison of CAE, SVM and RF  

The dataset used in this study is made up of aerial images 

captured at different ASGM using a UAV. The dataset 

contained a total of 15 200 unannotated images divided into 

12 160 and 3 040 training and testing images respectively. 

The CAE was trained to accept UAV captured images as 

input, transform the original input image data in the latent 

space representation and reconstruct the original image by 

obtaining an optimal approximation of the underlying data 

representation by minimizing the reconstruction error. Table 

4 shows the performance of the CAE model compared to 

SVM and RF when using a fixed input image size of (28 × 

28). To measure how the proposed CAE model performed 

over the number of epochs, a function was plotted to show 

the loss changes over time for the training and validation 

sets as shown in Fig. 7. It was deduced that the lower the 

loss, the less the difference between the original images and 

the reconstructed images, thereby improving the 

performance of the CAE model. 

 

 
 

Fig 7: Training and Validation Loss Plots 

 

It can be inferred in Fig. 7 that the loss rate was reduced to 

0.055 for the training data and around 0.065 for the 

validation set. From the graph, it is clear that the proposed 

CAE was not overfitting, as the validation loss (that is, the 

loss calculated on unseen data samples) minimises during 

training. It can further be noticed that even though the 

validation loss was reducing, the reduction was much slower 

per the 1000 epochs, thereby with more iterations, the 

proposed CAE could perform better. Finally, the validation 

set was used to reconstruct some of the images through the 

proposed CAE model and compared them to the original 

data inputs to access the effectiveness of the CAE.  

In Table 5, it can be observed that the CAE achieved the 

best classification accuracy of 97.52% which was closely 

followed by SVM and RF which produced 95.66% and 

93.23% respectively. The interpretation here is that the CAE 
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had the least misclassification rate of 2.48% while the SVM 

and RF had 4.34% and 6.77% respectively. The results 

further proved the dominance of the CAE as an efficient 

feature extractor, mainly because it is contrasted with a 

CNN, which is considered as a benchmark in supervised 

image classification, where having a deeper architectural 

network supports the performance of the network. It was 

also deduced that due to the nature of the CAE network, it 

was able to learn more complex features compared to SVM 

and RF. To further prove the dominance of the CAE, a 

morphological approach was adopted to close the small blob 

regions around the ground truth mask before training the 

image classifiers. A careful assessment was then carried out 

to identify the cutoff areas around the objects of interest so 

that the detailed object features such as texture, edges and 

contours are not lost. The autoencoder in the CAE helped to 

initialise the classifier module with the proper weights 

during its unsupervised training process.  

The performance of the classification model SVM can be 

said to be comparable to that of CAE by achieving the 

highest precision of 97.66%. However, the major shortfall 

of SVM and RF is that they both have more complex 

network structures that require larger training dataset and a 

large number of trainable parameters. By contrast, the CAE 

produced comparable performance in a simplified manner 

with significantly fewer network parameters than the SVM 

and RF. Thereby, making the CAE more robust for image 

classification in heterogeneous environments such as an 

ASGM site. This can be confirmed by the results in Table 4. 

It is worth noting that all three models were trained with the 

reconstruction loss function expressed in Eqn. (11). CAE 

presented the best performance, which is mainly due to the 

balanced nature of the loss function. Such a loss function 

enabled an enhanced feature distribution learning.  

Concerning the spent per training epoch, the CAE stands out 

without a doubt, as it required less than half the time 

compared to SVM and RF and even less than nine times 

when parameter fine-tuning was applied. This showed that 

the CAE was more cost-effective compared to SVM and RF 

not only in terms of model performance but also in 

processing time. During the training phase, it was noticed 

that the choice of an ideal filter size greatly supported the 

convolution process of the CAE model. In the experiments 

carried out, a 3 × 3 filter size was used to extract the image 

features. By this, the CAE was able to extract more feature 

information and disregard unwanted feature information. 

The overall performance of the proposed CAE compared to 

SVM and RF proved its dominance as the CAE was able to 

learn the complex feature representations of the objects of 

interest (i.e., excavator, truck, person, tailings dump, 

crusher, and sluice board) contained in the UAV images.  

 
Table 5: Classification Accuracies of the CAE, SVM and RF 

 

Method 
Input 

Image 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Random Forest 28 × 28 93.23 94.93 91.46 91.66 

SVM 28 × 28 95.66 97.66 94.00 89.00 

CAE 28 × 28 97.52 96.72 95.46 97.52 

 

Classification of ASGM Sites into Legal and Illegal Sites 

Classifying an ASGM site into legal and illegal ASGM sites 

is an important part of this study as it will go a long way to 

push the frontiers of using UAVs to quickly capture the 

locations and features of these sites and classify them using 

the CAE. In applying the CAE for image classification, the 

positional coordinates of the objects and features of interest 

identified in the UAV captured images were used. To 

achieve this, Mongo DB, an open-source document database 

management system was used to design two databases. The 

first database was used to hold all point coordinates of legal 

mine concessions within the study area and the second 

database held all detectable landforms, features and 

equipment that are used to define a site as an ASGM site. 

The point coordinates of all officially registered mine 

concessions were obtained from the Minerals Commision 

office in Tarkwa. The Minerals Commision Ghana is the 

official government agency responsible for supervising 

mining activities in Ghana, from the authorisation of mining 

to supervision of the enterprise and giving out licences.  

After the UAV captured images were pre-processed and 

resized into defined pixel size of 28 × 28 × 1, the images 

trained on the CAE to begin the reconstruction process. 

With the constructed ASGM dataset consisting of images 

categorised into six classes namely; excavators, tailings 

dump, crusher, people, sluice board and trucks, the CAE 

was able to learn highly descriptive features of interest 

contained in the images. Figure 8 shows the process flow of 

image reconstruction and classification into legal or illegal 

ASGM sites. Figure 8(A) shows a sample UAV captured 

image that was fed into the encoder part of the CAE to 

begin the encoding process by learning salient features of 

the UAV image. In order not to loose huge amount of 

information when slicing and stacking up the data. the CAE 

was able to keep the spatial information of the input image, 

and gently extracted the needed information using the 

Convolution layer.  

Deducing from Fig. 6, the results demonstrated that a flat 

2D image was extracted to a thick square (Conv1), then 

continues to become a long cubic (Conv2) and another 

longer cubic (Conv3) and so on throughout the encoding 

phase. The entire process was designed to retain the spatial 

relationships that existed in the data. In the middle is the 

latent space with hidden layers which is composed of 10 

neurons as shown in Fig. 8(B) tries to learn the objects of 

interest contained in the UAV image. Figure 8(C) shows the 

an image which has gone through the decoding process 

where all the cubics were flattened and reconstructed back 

to a 2D flat image. At this stage, it can be deduced that the 

CAE was able to successfully learn the very important 

features contained in the images and reconstruct the image 

which looked the same as the input image.  

The objects and features learned by the CAE were then 

crosschecked with the detectable landforms, features and 

equipment database in order to define the site as an ASGM 

site or not. Should the learned objects match the objects in 

the database, that particular site is defined as an ASGM site. 

Once a site was defined as an ASGM site by the decoder, 

the output based on the point coordinates of the learned 

objects identified was passed to a python program which 

compared the point coordinates of the learned objects to the 

coordinates contained in the database of all legal ASGM 

sites. A site is flagged as illegal if its coordinates did not 

correspond with the coordinates in the database. This is 

shown in Fig. 8(D). Figure 8(E) depicts a defined site which 

has been classified as a legal ASGM site. This was achieved 

after the point coordinates of the objects of interest matched 

point coordinates within the legal ASGM database.  
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(A) UAV Captured Image as Input for Encoder 

 

 

(B) The Latent Space Learning Process 

 

 
 

(C) Reconstructed Image as Output from Decoder 

 

 
 

 

(D) ASGM Site Flagged as an Illegal Site 
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(E) ASGM Site Flagged as a Legal Site 
 

Fig 8: The Image Classification Process of the CAE 

 

5. Conclusion  

This paper has demonstrated the effectiveness of the CAE as 

an efficient image classifier for the classification of UAV 

captured images into legal and illegal ASGM sites thus to 

facilitate the control and stoppage of illegal ASGM in the 

Ghana. The paper has further proved that UAVs can be used 

to capture the locations and features of all ASGM sites, 

which otherwise would have been inaccessible by the use of 

4WD vehicles or trekking. The CAE was trained on 12 160 

images and tested on the remaining 3 040 images in the 

dataset. The CAE operated in three main stages to define 

and classify a site as legal or illegal. The encoder accepted 

the UAV captured images as input, the latent space 

processed the input images by learning important image 

features and the decoder decoded the learned features to 

reconstruct the original input images thus to define a site as 

an ASGM site. A python program which makes use of 

known point coordinates of all legal ASGM sites was used 

to classify a defined site as legal or illegal ASGM sites. The 

classification performance of the CAE, SVM and RF was 

measured using the following evaluation metrics namely; 

accuracy, precision, recall, and FI-score. Experimental 

results after analysing the models showed that the CAE 

performed better by presenting a classification accuracy of 

97.52% as against 95.66% and 93.23% for SVM and RF 

respectively. It can therefore be concluded that, UAVs and 

CAE is a suitable approach for image capturing and 

classification in ASGM environments. 
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